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VERITRAIN: Validating MLaaS Training Efforts via
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Abstract—Machine learning as a service (MLaaS) offers users
the benefit of training state-of-the-art neural network models on
fast hardware with low costs. However, it also brings security
concerns since the user does not fully trust the cloud. To prove
to the user that the ML training results are legitimate, existing
approaches mainly adopt cryptographic techniques such as secure
multi-party computation, which incur large overheads. In this
paper, we model the problem of verifying ML training efforts
as an anomaly detection problem. We design a verification sys-
tem, dubbed VERITRAIN, which combines unsupervised anomaly
detection approaches and hypothesis testing techniques to verify
the legitimacy of training efforts on the MLaaS cloud. VERITRAIN
is run inside trusted execution environments (TEEs) on the same
cloud machine to ensure the integrity of its execution. We consider
a threat model where the cloud model trainer is a lazy attacker
and tries to fool VERITRAIN with minimum training effort. We
perform extensive evaluations on multiple neural network models
and datasets, which shows that VERITRAIN performs well in detect-
ing parameter updates crafted by the attacker. We also implement
VERITRAIN with Intel SGX and show that it only incurs moderate
overheads.

Index Terms—AutoEncoder, machine learning, trusted exe-
cution environment.

I. INTRODUCTION

NOWADAYS, state-of-the-art neural network models [9]
have been deployed in many real-world applications rang-

ing from image recognition [52], [85] to machine transla-
tion [14]. Despite their superior performance, advanced neural
network models are often very time-consuming to train as the
training process requires a huge amount of computing resources.
For instance, GPT-3 [14] has over 175 billion parameters and
requires 3.14E23 FLOPS of computing for training; this means
355 GPU-years for a Tesla V100, one of the fastest GPUs on the
market [55]. To bridge the computing resource gap, leading IT
companies, including Google, Amazon, and Microsoft, provide
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machine learning as a service (MLaaS) in the cloud. In this
setting, a user uploads his/her dataset to a cloud server and
chooses a certain model type, then pays the cloud to train the
model. The market value of MLaaS is growing rapidly, and it is
projected to reach 8.48 billion USD by 2025 [70].

While MLaaS brings a lot of benefits, it also raises issues of
trust, since the user does not fully trust the cloud. When getting
the trained model from the cloud, the user cannot determine
whether the cloud indeed performs a faithful training process
as promised. For example, the cloud may spend less effort to
maximize its benefits, such as training with fewer epochs to save
its GPU hours. The training process is a blackbox for the users;
there is no way for the user to perform verification. Therefore,
the users have no choice but to trust the MLaaS providers.

To ensure the user that machine learning results returned by
a third party are legitimate, researchers have proposed several
approaches for verification. There are a number of works that
use cryptographic primitives [11], [15], [22], [24], [25], [36],
[38], [47], [54], [57], [60], [66], [68], [79], [81] and secure
hardware [44], [46], [49], [90] to verify the ML inference results.
Also, researchers have proposed methods to secure the training
process, however, these approaches either rely on customized
secure protocols with cryptographic approaches [3], [67], [68],
[96] that incur large performance overheads, or are specifically
tailored to the Federated Learning (FL) scenario [101], [108]
and not applicable to the MLaaS scenario.

Recently, there is a new trend in the Cloud Computing area,
dubbed Confidential Computing [43], [73], where the user’s code
is run inside hardware trusted execution environments (TEEs)
such as Intel SGX and AMD SEV to project the privacy of the
user from Cloud service providers (CSPs). Inspired by the recent
trend, in this paper, we take the first step towards ensuring the
trustworthiness of the ML training process in the context of
MLaaS using TEEs. We consider a scenario that involves three
parties, a user, an MLaaS model trainer, and a verifier running
inside a TEE on the same cloud machine. First, the user asks the
cloud to perform the training; After training, the model trainer
sends the parameter updates to the co-located verifier; Then, the
verifier checks the parameter updates to determine whether the
training process is faithful, and sends the verification results back
to the user. The integrity of the verification process is protected
by the TEE.

Here, the verifier is necessary for two reasons. First, as
mentioned before, the user does not trust the cloud. Without
the support of the verifier running inside TEE which can be
attested, the user has to verify the training results by training
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a model on his/her own, which loses the purpose of using the
MLaaS service. Second, the cloud does not trust the user, either.
To demonstrate its faithful training process, the cloud may send
all its intermediate parameter updates after each training epoch
to the user for verification; however, this places the burden of
verification to the user side. Moreover, the user may learn the
hyper-parameters used by the cloud for training a model [97],
such as the batch size, which directly jeopardizes the intellectual
property of the MLaaS. By introducing the verifier, the user
can make sure that the parameters returned by the cloud can be
trusted, while the cloud does not have to worry about potential
information leakage.

Threat Model: We consider a threat model where the MLaaS
model trainer is a lazy attacker, who wants to save computation
power by cheating on the training process. The attacker uses var-
ious techniques, including directly copying trained parameters
from an existing model and simulating the parameters instead
of training, in order to bypass the verification with minimum
training efforts.

VERITRAIN:We design and implement VERITRAIN, a verifi-
cation system used by the verifier to validate the ML training
efforts on the MLaaS cloud. VERITRAIN models the problem
of determining the legitimacy of parameter updates as anomaly
detection, and consists of two components: AutoEncoder (AE)
and Stationarity Examiner (SE), which are designed to defend
against different adversaries. AE is used to detect large recon-
struction errors when the adversary generates abnormal training
parameters, while SE is designed to detect simulated parameters
by capturing the stochasticity of the training process. To ensure
that the result reported by VERITRAIN is trusted, VERITRAIN is
run inside a co-located TEE, such as Intel SGX [65]. The user
can use techniques such as remote attestation [6] to make sure
that VERITRAIN runs as expected. Unlike the previous methods
that formally verify each step of the computation, VERITRAIN

examines whether the cloud has performed the training faithfully
via machine learning and hypothesis testing techniques. We
do not use cryptographic mechanisms since it is computation-
ally infeasible to verify each training step. As shown in prior
works [3], [96], verifying ML training incurs large performance
overheads. For example, with secure three-party protocols, a
4-layer CNN takes about 10 hours to train on the MNIST dataset
for 5 epochs [96].

We concentrate on verifying the number of training epochs,
i.e., the number of times the full training dataset is used to train
the model, in this paper. The training efforts (costs) grow linearly
when the number of training epochs increases, i.e., more epochs
leads to more GPU hours, thus it is the major factor related to
training efforts. Note that VERITRAIN can be easily adapted to
verify other aspects of training efforts (e.g., batch size).

To validate our design, we perform extensive evaluations on
popular ML datasets (e.g., CIFAR-10) and state-of-the-art DNN
models (e.g., VGG16). Our results show that VERITRAIN can
reliably detect the fabricated parameter updates produced by
various kinds of attackers while allowing legitimate parameter
updates to pass the tests. We also evaluate the robustness of VER-
ITRAIN against adversarial samples and show that they are not
able to fool VERITRAIN entirely. We implement VERITRAIN with

Intel SGX enclaves using the Graphene-SGX framework [93]
to evaluate the real-world performance overhead of VERITRAIN.
Our evaluation results suggest that VERITRAIN, when integrated
with SGX, only incurs a moderate overhead compared to the
training time required. To the best of our knowledge, we are the
first to tackle the problem of validating ML training efforts on
the MLaaS cloud.

Contributions: This paper makes the following contributions:
� We propose a new system VERITRAIN running inside TEEs

which utilizes AutoEncoder and Stationarity Examiner to
verify the ML training efforts on the cloud (Section V);

� We perform evaluations on state-of-the-art deep learning
models over multiple datasets, and the results show that
VERITRAIN is effective in detecting the fabricated training
parameters (Section VI). We also evaluate the robustness
of VERITRAIN against adversarial samples (Section VII);

� We implement VERITRAIN with Intel SGX and measure the
performance overhead. Our evaluation results show that
the overhead is moderate compared to the training efforts
needed (Section VIII).

II. BACKGROUND

Unsupervised Anomaly Detection: The unsupervised
anomaly detection [18], [39], [102] is a task of identifying
anomalies, given only the benign data samples. In unsupervised
anomaly detection, usually, the defender first learns a general
profile of the normal data points, then marks samples that do not
fit into the profile as anomalies. Traditionally, researchers have
proposed 1) one-class classification methods, such as one-class
SVM [4], [82], 2) clustering methods, such as Gaussian Mixture
Models (GMM) [100], [104], 3) reconstruction-based methods,
such as Robust PCA [16] to perform unsupervised anomaly
detection. Recently, researchers have developed various kinds of
AutoEncoders [41], [102], [107], [111] for anomaly detection.

Hypothesis Testing: In statistics, hypothesis testing [58], [71]
is an approach used to determine the probability that a proposed
hypothesis is true, given the observed data. It usually contains
4 steps: 1) State the null hypothesis H0 and the alternative hy-
pothesis H1; 2) Identify a test statistic to assess whether the null
hypothesis holds; 3) Compute the pvalue; 4) Compare the pvalue
with a preset thresholdα, and accept or reject the null hypothesis.
In hypothesis testing, a pvalue (pvalue ∈ [0, 1]) is used in order
to quantify the statistical significance of evidence, which can
help decide whether to accept or reject the null hypothesis (H0):
The smaller the pvalue is, the stronger the evidence that the null
hypothesis should be rejected. If the computed pvalue is smaller
than the preset threshold α (usually 0.05 [72]), H0 is rejected,
and accept H1; otherwise H0 is accepted.

Unit Root Test: In statistics, unit root tests are tests for station-
arity in a time series [10], [76]. A time series has stationarity if
the shape of the distribution is not influenced by a shift in time.
As a result, the properties of such a time series, such as mean and
variance, also do not change over time. One of the most popular
unit root tests is the Augmented Dickey-Fuller (ADF) test [30],
[35], which tests the null hypothesis (H0) that a unit root is
present (i.e., non-stationarity) in a time series. MacKinnon [61],
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[62] further showed how to approximate the pvalue for the ADF
test, which is widely adopted in popular statistics libraries, such
as the statsmodels module in Python. In the ADF test, for
a given time series, if pvalue < 0.05, H0 is rejected, meaning
that the time series has stationarity; otherwise, H0 is accepted,
meaning that it is non-stationary.

Intel SGX: Intel Software Guard Extensions (SGX) [65] is
a set of instructions that are built into modern Intel CPUs for
security purposes. It provides hardware-based memory encryp-
tion for SGX applications. The SGX application can put the code
and data in TEEs called enclaves, which cannot be accessed by
non-enclave entities, including the OS kernel. In this way, SGX
application developers can have direct control over the security
of their applications to ensure confidentiality and integrity, with-
out relying on the underlying OS which may not be trusted. To
examine the integrity of a remote enclave, Intel SGX provides a
feature called remote attestation. The remote attestation process
generates an unforgeable report, which contains information
regarding whether the application is running within an enclave
on an Intel SGX-enabled platform, and whether the application
is intact (has not been tampered with). Remote attestation is
important to ensure that an SGX application running on a remote
machine performs execution as expected.

III. OVERVIEW

A. Scenario

We consider a scenario with three parties involved: a user, a
cloud MLaaS service provider (model trainer), and a verifier. The
verifier is running inside the TEE on the same MLaaS machine.
The user outsources the training process to the cloud, due to
the lack of computing resources (e.g., GPU). However, the user
does not fully trust the cloud, so he/she asks the cloud to send the
parameter updates of each epoch as well as the designated ML
training task to the verifier inside a co-located TEE. The verifier
verifies the parameter updates and returns the final parameters
to the user, together with a report containing information about
the parameters and the ML training task performed by the cloud.
Since the Verifier runs on the untrusted cloud, the verifier system
may be tampered. Here, the user trusts the TEE (through attesta-
tion); putting the verifier inside the TEE can make sure that the
verification process is intact and trustworthy. By checking the
report and attestation result, the user can decide whether to trust
the final parameters. The overall process is depicted in Fig. 1.
Note that this scenario is similar to the one presented in [90].
The notions used in this paper is shown in Table I

User: The user selects a training dataset D and a model type
M 1 provided by the cloud service as the target classifier. D
can be a dataset collected by the user, or a public dataset of
the user’s choice (e.g., UTKFace [109]). The user also specifies
the intended ML task Task (e.g., gender prediction) and the
required training epochsn.D is then sent to the cloud by the user,
or downloaded from a third party by the cloud; User’s choices of
M, n and Task are sent to the cloud as well (STEP 1 in Fig. 1).
Note that this is the typical scenario in modern MLaaS platforms,

1.We use M to represent both a model and a model type in this paper.

Fig. 1. Overview; Model Trainer and Verifier are co-located.

TABLE I
LIST OF NOTATIONS

such as Amazon Machine Learning Services2 and Google Cloud
AI.3 After that, the user waits for the training result and report
from the verifier.

Model Trainer: Given a training dataset D provided by the
user, the MLaaS model trainer trainsM forn epochs with hyper-
parameter settings λ on GPUs (STEP 2). The parameters of M
after the ith epoch is denoted as Pi. Then, the parameter updates
forn epochsP = {P1, . . . ,Pn} is sent to the verifier inside TEE
all together for verification. Besides P , the model trainer also
sends Task, M, and n to the verifier (STEP 3).

Verifier: After receiving Task andP , the verifier can collect a
dataset (DV erifier) on his/her own or use existing datasets with
respect to Task, as a preparation for the verification process.
DV erifier can come from the same or different distribution of
D. In machine learning, it is common to adopt well-known
models (e.g., VGG16 [85]) pretrained on large datasets (e.g.,
ImageNet [29]) and apply transfer learning [48] to obtain a
new model for related sub-tasks (e.g., animal classification).
Therefore, we assume that the verifier possesses a set of such
pretrained models, and the best-match can be used for verifica-
tion purposes. Based on DV erifier, the verifier verifies P using
a system S and generates a report R containing information
of P , Task, M and n (STEP 4), which shows the verification
result about whether P is the result of a faithful training process.
R is signed using the private key of the verifier to ensure its
integrity. Then, the final parameters Pn and the report R are
sent to the user (STEP 5). S should be run inside a Trusted

2.https://aws.amazon.com/machine-learning
3.https://cloud.google.com/products/ai

https://aws.amazon.com/machine-learning
https://cloud.google.com/products/ai
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Execution Environment (TEE) to make sure that the verification
process can be trusted. For example, Intel SGX [65] with remote
attestation [6] is one option. Note that though transient execution
attacks can be used to steal the secrets inside SGX enclaves
and forge signatures [20], Intel processors are being patched.
Therefore, we consider such attacks to be out-of-scope.

Necessity of the Verifier: It might be more straightforward if
the cloud sends P to the user directly, without the participation
of the verifier. However, this workflow can cause two problems.
First, the user does not trust the cloud. Without the support of
the verifier, the user has to verify the training results on his/her
own. This means the user needs to train the classifier from scratch
and compare, i.e., he/she is doing the exact same computation as
the cloud, which loses the purpose of using the cloud. Second,
the cloud does not trust the user, either. Sending all parameter
updates at each epoch to the user may leak the hyper-parameters
during training used by the cloud such as the batch size [74], [97],
which may be deemed confidential and valuable. By introducing
the verifier, the user can make sure that P returned by the cloud
can be trusted, while the cloud does not have to worry about
potential information leakage.

B. Problem Definition

The problem we are trying to solve is to design a system S
on the verifier’s side, which can reliably determine whether P is
the legitimate result of training M targeting Task for n epochs.
Formally

S(P, Task,M, n) → {True, False} (1)

Here, True means P is a legitimate training result, while False
means otherwise.

Assumptions: We assume that the user chooses a classifier
M that has m trainable parameters, and it is requested to be
trained for n epochs. The structure of M is fixed and known
to all parties including the model trainer and the verifier; it can
be a well-known one (e.g., VGG16 [85]) or a user-defined one.
We denote the intended ML task of the user as TaskUser. We
also assume that the verifier possesses a dataset DV erifier and
PV erifier (parameter updates of M trained on DV erifier for n
epochs) for verification purposes. In most parts of the paper, we
assume DV erifier either is the same as DUser or follows the
same distribution of DUser (See Section VI-B for more details).
However, in Section VI-F, we show that this assumption can be
further relaxed.

IV. THREAT MODEL

In this paper, the attacker is a lazy model trainer, who wants
to bypass the verification of the co-located verifier inside TEE
with minimal effort in the training process, in order to save
computation cost.

We assume that the attacker possesses PPrior; PPrior is a
result of training another classifier M′ for n′ epochs on DPrior

targetingTaskPrior, andM′ hasm′ trainable parameters. Here,
M′ shares the same structure as M since this is one of the
attacker’s knowledge. The attacker utilizes the prior knowledge
of PPrior to construct PAttacker. To achieve the goal of saving

Fig. 2. Illustration of the attacks. In A2/A3, x = 1, . . . , n′. m′, n′ represent
PPrior , while m,n represent PAttacker .

computation cost, we consider the following three types of
attacks, where the attacker may re-use existing training results
for a different task (A1), or only train a few epochs and then
create artificial weights (A2/A3), given the knowledge of the
attacker and approaches taken by the attacker (Fig. 2):

Attacker 1 (A1). Direct Copy (TaskPrior �= TaskUser,m′ �=
m, n′ = n): PPrior is the result of training the same M as
the user on another dataset DPrior targeting a different task
TaskPrior for n epochs, i.e., TaskPrior �= TaskUser. Note
that DPrior and DUser are completely different datasets; there
is no connection between them. For instance, TaskUser can be
a CIFAR-10 classification with Lenet5 and TaskPrior can be a
UTKFace classification with Lenet5. In this case,m′ �= m (since
data points in DPrior are in different dimension from those in
DUser) and n′ = n. The attacker wants to construct PAttacker

based on PPrior with simple operations, such as truncation and
duplication. To reuse PPrior, if m′ > m, the attacker selects
the first m parameters of PPrior as PAttacker; If m′ < m, the
attacker keeps copying PPrior until the resulting parameter
number is larger than m, then select the first m parameters as
PAttacker.

Attacker 2 (A2). Random Noise (TaskPrior = TaskUser,
m′ = m, n′ < n): PPrior is the result of training M for
n′ epochs (n′ < n) on DPrior following the same distribu-
tion of DUser, and TaskPrior = TaskUser. This also means
|PPrior| < |PAttacker|. In this case,m′ = m,n′ < n. In another
way, the attacker trains fewer epochs to fool the verifier that
he/she completes the training. In detail, the attacker tries to
generate random values from a certain distribution to mimic the
missing parameter updates in PPrior. To fabricate PAttacker,
for each parameter in PPrior, the attacker first extracts the n′

values representing its value after each training epoch as p1, and
calculate the mean (μ) and standard deviation (σ). After that,
the attacker draws n− n′ points from the Gaussian distribution
N(μ, σ) as p2. Then the attacker concatenates p1 and p2 (p1‖p2)
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as the parameter updates for this parameter. The process is
repeated for all parameters to obtain PAttacker.

Attacker 3 (A3). Curve-Fitting (TaskPrior = TaskUser,
m′ = m, n′ < n): In A3, PPrior has the same properties as
that in A2 (m′ = m, n′ < n); but in A3, the attacker uses curve-
fitting techniques to learn the trend of PPrior, and construct
PAttacker based on the curve-fitting results. To perform the
curve fitting, the attacker first extracts the n′ values for each
parameter after each epoch as p1 (same as in A2), then apply the
curve fitting methods on the n′ values. In particular, the attacker
first applies theExponential function (y = a× exp(−bx) + c;
a, b, c are constants); if the optimal parameters cannot be found
after certain number of iterations (maxfev), the attacker ap-
plies the LinearRegression function (y = ax+ b; a, b are
constants). After finding the corresponding curveC, the attacker
records the values of {Cn′+1, . . . , Cn} as p2. Then, the attacker
concatenates p1 and p2 (p1‖p2) as the parameter updates for
this parameter. This process is repeated for all the parameters to
construct PAttacker.

Other Potential Attackers: Note that there might be other
potential attack mechanisms; we defer the discussion on this
to Section IX.

Goals and Non-Goals of VERITRAIN : According to our threat
models, we design a verification system from the verifier’s
perspective (dubbed VERITRAIN). The goal of VERITRAIN is to
detect the three attacks presented in Section IV. Admittedly, the
attacker may launch more sophisticated attacks, such as back-
door attacks [8], [45], [99], [105] (see Section IX). However,
these attacks require more effort to construct, which contradicts
the goal of the attacker: spend as little effort as possible to
produce legitimate parameters to pass the verification. Also,
since VERITRAIN is run inside a TEE, the attacker cannot implant
backdoors into the system. Therefore, we consider such attacks
to be out-of-scope; VERITRAIN is not designed to detect such
attacks.

V. VERITRAIN

A. Overview

Overall Design: The input of VERITRAIN is ΔP , which are
the parameter updates (differences) in P 4. If the parameters
are fabricated, they will exhibit certain characteristics that are
different from legitimate ones. To capture such features, we
design VERITRAIN with two modules: the AutoEncoder (AE)
that computes the reconstruction errors, and the Stationarity
Examiner (SE) that performs the hypothesis testing. Intuitively,
the fabricated parameters will have large reconstruction errors
compared to normal ones in the AE since a well-trained AE
is able to recognize anomalies [41], [102], [107], [111], and
will have different distributions compared to normal ones in the
SE since artificially created parameters will not have the same
stochasticity. ΔP will be examined by both modules; as long as
one of the modules reports that ΔP is an anomaly, VERITRAIN

rejects it. VERITRAIN is expected to be run inside TEEs, which

4.Here we useΔP instead ofP becauseP is more related to the initial settings
when starting the training, while ΔP is more independent.

Fig. 3. Overall design of VERITRAIN.

guarantees the integrity of the verification process. The design
of VERITRAIN is depicted in Fig. 3.

B. Autoencoder

We design an AutoEncoder (AE) against the direct-copy
attacker (A1) and the random-noise attacker (A2), which serves
as an anomaly detector. AE consists of two components: Encoder
and Decoder. The Encoder projects the input onto the latent
space, while the Decoder converts the latent vectors back. The
general intuition behind AE is that the parameter updates gener-
ated by A1 and A2 are anomalies that have large reconstruction
errors compared to those from a faithfully training process.

In the training phase, we use the l2-norm based mean squared
error (MSE) as the loss function to train AE: LMSE = ||x−
x′||22, where x is the input of AE, and x′ is the reconstruction of
x. In the testing phase, we also use the MSE between x′ and x
to measure the reconstruction error, which is further used as the
anomaly score (AS) of the anomaly detection process. The input
of AE isΔP , which are the parameter updates (differences) inP ,
i.e., ΔPi = Pi+1 − Pi. For each ΔPi, there is an AS reported
by AE; we use the average AS of all ΔPi as the final AS for
ΔP . Intuitively, if P is a result of a faithful training process, the
AS will be low; on the other hand, for PAttacker, the AS will be
high. Therefore, when the AS is higher than a preset threshold,
it will be considered as an anomaly and be rejected.

AE Structure: We model the Encoder with a multi-layer
perceptron (MLP). Suppose that the classifier M has p trainable
parameters, and the latent vector Z has q dimensions. We use a
three-layer MLP as the Encoder: the first layer transforms p to a
256-dimension vector; the second layer reduces the dimension
to 64; the third layer further converts it to q dimensions. Similar
to the Encoder, the Decoder is also a three-layer MLP, which
is almost the reversed structure of the Encoder: the first layer
transforms the latent vector (q dimensions) to a 64-dimension
vector; the second layer converts the dimension to 256; the third
layer further extends it to p dimensions, the same as the input of
the Encoder.

Grouping Before Training: Normally, the parameter changes
are large during the first few epochs, and the changes become
smaller during the training. As a result, using only one AE for
all n epochs may not be optimal. Therefore, we first separate
ΔP into g groups (g is set by the verifier), then train one AE for
each group; in the testing phase, we average the AS within each
group to get the final AS for that group. If the final AS of any of
the g groups is too high, ΔP is considered as an anomaly. We
model the problem of finding the splitting points for grouping
as a change point detection (CPD) problem. CPD is the problem
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Fig. 4. An example of CPD for ΔP when g = 4.

Fig. 5. Comparison between a normal training process and a curve-fitting
process (A3).

of finding abrupt changes in a given time series [5], [51]. We
use the change points found by existing CPD algorithms as our
splitting points for grouping purposes. An example of CPD for
ΔP when n = 100 is shown in Fig. 4. P has 100 epochs, so
ΔP has 99 epochs. In this example, we set g = 4 to split ΔP
into 4 groups. As shown in the figure, the binary segmentation
method finds the breakpoints to be [5, 10, 45]; therefore, ΔP is
separated into 4 groups accordingly. Each group of AE handles
epochs [1, 5], [6, 10], [11, 45], [46, 99], respectively.

C. Stationarity Examiner

AE can be applied to detect anomalies that have large re-
construction errors; PAttacker crafted by A1 and A2 can be
detected by AE since they generate large noises. However, the
curve-fitting attacker (A3) is able to utilize prior knowledge
to create PAttacker that is quite similar to a normal P . The
comparison of the ΔP fabricated by A3 and the normal ΔP is
shown in Fig. 5(a). As shown in the figure, the two curves are
very close to each other; as a result, such PAttacker can deceive
AE. Therefore, to detect A3, we design our second module,
Stationarity Examiner (SE).

The intuition behind SE is that the ML training process is
stochastic. In the normal training process, the parameters of the
classifier will be fluctuating, due to the stochastic nature of the
training process. For PAttacker that are fabricated by A3, there
are inherited trends or patterns. As shown in Fig. 5(a), the ΔP
of the normal training process is stochastic, i.e., it is less stable
than the smooth curve-fitting process. Therefore, by capturing
such patterns, we should be able to reliably detect the PAttacker

crafted by A3.
To detect whether a given ΔP is fabricated by Attacker 3, we

take the following two steps:

Step 1. ADF Test: We first utilize the ADF test (details
in Section II) on each parameter to detect whether the parameter
update sequence is stationary. If the sequence is stationary, it
means that it lacks stochasticity, which further indicates that it
is not generated from a legitimate training process.

Step 2. Jensen–Shannon Distance (JSD): Since the verifier
possesses PV erifier, to capture the differences of pvalue dis-
tribution, we calculate the JSD between pvalue distribution of
ΔP and ΔPV erifier. Jensen–Shannon distance is the square
root of the Jensen–Shannon divergence [32], [59], [75], which
is a symmetrized and smoothed version of the Kullback-Leibler
divergence [53] and is commonly used to measure the similarity
between two distributions. Formally, the JSD distance is defined
as follows:

JSD(u, v) =

√
1

2
(KL(u, r) +KL(v, r))

where u, v are two probability distributions; r = 1
2 (u+ v);

KL stands for the Kullback-Leibler divergence. When
JSD(Distpvalue(ΔP), Distpvalue(ΔPV erifier)) is larger
than a preset threshold, it means that the pvalue distribution of
ΔP and ΔPV erifier are dissimilar, which further indicates that
ΔP is very likely to be a fabricated result.

Suppose that ΔP contains the parameter updates of m pa-
rameters and n epochs in total. Therefore, ΔP is a m× (n− 1)
matrix. To perform the ADF test, for each parameter, we first ex-
tract then− 1values associated with it after each training epoch.
After that, we run the ADF test on the n− 1 values to obtain
the pvalue. This process is repeated for all m parameters, and a
list containing m pvalues is obtained. After getting the pvalues
for all the parameters in ΔP , we compute the distribution of
pvalues (Distpvalue). The distribution of pvalues ofΔPAttacker

(Distpvalue(ΔPAttacker)) should be quite different from that of
a legitimate ΔP . A comparison of pvalue distributions between
a normal training process and a curve-fitting process is shown
in Fig. 5(b). It is clear that for the fabricated ΔP , most of the
pvalues are close to zero, while those of a benign ΔP spread
across [0,1]. Therefore, the pvalue distribution can be used as
evidence to determine whether ΔP is fabricated by A3.

D. Training VERITRAIN

Before applying VERITRAIN to test the legitimacy of ΔP
submitted by the cloud, the verifier needs to have a trained VER-
ITRAIN. Here, the VERITRAIN is pre-trained using a collection of
popular models (e.g., VGG16) and datasets (e.g., UTKFace) to
obtain the PV erifier. Then, when the verifier receives the ΔP
from the cloud, the corresponding pre-trained VERITRAIN and
ΔPV erifier will be used to determine whether it is a legitimate
result. In the evaluation (Section VI), we demonstrate the ef-
fectiveness of VERITRAIN by testing datasets with the same and
different distributions.

E. Implementation

AutoEncoder (AE): AE is implemented using Keras [23] with
the Tensorflow backend [1] in Python, and follows the structure
mentioned in Section V-B. The change point detection (CPD) is
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implemented using the binary segmentation method [34], [84]
contained in the ruptures module [92]. We train AE using
the mean squared error (MSE) as the loss function with the
Adam optimizer. The latent dimension is set to 16, and the group
number is set to four5. We train the AE of each group for 50
epochs with a batch size of 16.

Stationarity Examiner (SE): SE is also implemented in
Python. The ADF test is implemented using the adfuller
function contained in the statsmodels module. To calcu-
late the JSD between the given ΔP and ΔPV erifier, we first
obtain the pvalue lists for ΔP and ΔPV erifier, respectively;
then we obtain the pvalue distributions (Distpvalue) using the
histogram function contained in the numpy module. After
that, we compute the JSD of the two distributions using the
jensenshannon function in the scipy module.

VI. EVALUATION

In this section, we perform the evaluation on popular ML
datasets and show that VERITRAIN is effective in detecting the
attacks (Section IV), while allowing the normal parameters
obtained through faithful training to pass the tests.

A. Experimental Setup

The experiments presented in this section are conducted on a
server equipped with 4 NVIDIA GeForce GTX 1080 Ti GPUs,
since we are only evaluating the correctness of VERITRAIN. The
implementation of VERITRAIN with SGX and the performance
(overhead) evaluation are presented in Section VIII.

Datasets: In our experiment, we use four datasets: CIFAR-
10 [52], UTKFace [109], Insta-LA [7] and Insta-London [7].
� CIFAR-10 is a benchmark dataset, which is frequently used

to evaluate image recognition classifiers. It contains 60,000
32× 32 color images, which are equally distributed across
the 10 classes.

� UTKFace is a dataset of over 20,000 face images; each
image is labeled with age, gender, and race. We randomly
select 20,000 images as our dataset. The ML task is gender
prediction.

� Insta-LA and Insta-London [7] contain samples of Insta-
gram users’ location check-in data from Los Angeles and
London, respectively. Each check-in sample can be consid-
ered as a (locid, time, catid) tuple: locid is a location id,
time is the time of the check-in, and catid is the category
of the location (e.g., restaurant). There are 8 categories in
total. We use the number of check-ins recorded in each hour
for each location as the feature vector, and the location’s
category as the label. Therefore, the classification task is
to predict the category (8 classes), given the features (24
features). We also filter out locations that have less than 50
check-ins. Finally, we have 16,028 locations for Insta-LA,
and 9,632 locations for Insta-London. Note that these two
datasets are used for our different-distribution experiments
in Section VI-F.

5.The group number can be set according to the threat model and the require-
ment of the user. For example, to make the attack harder, the group number can
be set to a larger number (e.g., 10).

Models: We train ML models using each dataset and
record the parameters, which are later used by VERITRAIN for
anomaly detection. The models used in our evaluation include
Lenet5 [56], VGGFace [78], VGG16 [85] and an MLP model.
All classifiers are implemented using Keras with the Tensorflow
backend (version 1.15.3). When training the classifiers, we use
the Adam optimizer with a learning rate of 0.001 and batch size
of 64.
� We use a Lenet5 model for UTKFace and CIFAR-10,

respectively. The images are rescaled to 32x32 RGB pixels
to be used with Lenet5.

� We use a pre-trained VGGFace model as the feature ex-
tractor for UTKFace. We rescale the images into 128x128
RGB pixels to be used with VGGFace. All parameters of
the VGGFace model are frozen, meaning that they are
not trainable. We add a classification layer on top of the
pre-trained VGGFace model for gender prediction.

� We extract block 1 to block 3 of a pre-trained VGG16 model
and add a global pooling layer, 2 FC layers followed by a
Dropout layer to be used with the CIFAR-10 dataset. We
rescale the CIFAR-10 images into 128x128 RGB pixels to
be used with VGG16. The parameters of the pre-trained
VGG16 model are frozen before the training.

� For Insta-LA and Insta-London, we use a 3-layer MLP
model with 40, 30, and 8 neurons, respectively. The eval-
uation of them are presented in Section VI-F.

B. Evaluation Scenarios

In the evaluation, we consider two types of scenarios: normal
scenarios and attack scenarios. In the normal scenarios, the
cloud conducts the training faithfully and submits ΔPUser to
VERITRAIN, while in the attack scenarios, it crafts ΔPAttacker

and submits it. We consider the following scenarios (2 normal
+ 3 attack) in our evaluation.

Normal Scenarios: We first consider the normal scenarios,
where the cloud faithfully conducts the training and submits the
legitimate ΔP to the verifier.

a) Normal 1 (N1). same dataset: First, we consider the cases
where the user and the verifier have exactly the same dataset
(DV erifier = DUser). For each testcase, we train the classifiers
for 10 times, 100 epoch each, to obtain 10 sets of P . After
that, we use ΔP to evaluate VERITRAIN. Therefore, in this case,
ΔPV erifier = ΔPUser = ΔP .

b) Normal 2 (N2). same distribution: Next, we evaluate the
scenario where the dataset used by the verifier (DV erifier) and
the dataset used by the user (DUser) are not the same, but they
follow the same distribution. In this experiment, we split CIFAR-
10 and UTKFace into two sub-datasets (A and B), respectively.
Each sub-dataset of CIFAR-10 contains 30,000 images, while
each of the subsets of UTKFace contains 10,000 face images.
The sub-dataset A is used as DV erifier, while the sub-dataset
B is used as DUser. We train the classifiers with subset A for
10 times, 100 epoch each, and obtain 10 sets of PA. We repeat
this process for subset B, and obtain 10 sets of PB . Therefore,
ΔPV erifier = ΔPA, and ΔPUser = ΔPB .
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Fig. 6. AutoEncoder evaluation: reconstruction errors (anomaly scores).

TABLE II
MODELS AND DATASETS USED IN THE EVALUATION

Attack Scenarios: Next, we consider the attack scenarios
presented in Section IV, where the cloud only puts minimal
effort in the training process and constructs ΔPAttacker in order
to fool VERITRAIN.

a) Attack 1 (A1). direct copy: For A1, we use Lenet5 as
our classifier M, UTKFace as DV erifier, and CIFAR-10 as
DPrior. The attacker constructs ΔPAttacker after truncating or
duplicating ΔPPrior (details in Section IV). We use the trained
AE in N1 to get the reconstruction error of AE.

b) Attack 2 (A2). random noise: For A2, we generate the
ΔPAttacker for all 4 testcases presented in Table II using the
approaches presented in Section IV. The first n′ parameters are
copied from the N2 scenario. Then, we use the trained AE in N1
to get the reconstruction error of AE.

c) Attack 3 (A3). curve-fitting: for A3, we generate
ΔPAttacker for all 4 testcases presented in Table II using the
approaches presented in Section IV. Similar to A2, the first n′

parameters are copied from the N2 scenario. We measure the
JSD between ΔPV erifier and ΔPAttacker to evaluate SE.

Parameter settings: In our experiment, n is set to 100, so P
has 100 epochs and ΔP has 99 epochs. n′ is set to 10, so A2 and
A3 use legitimate parameters for the first 10 epochs. maxfev
is set to 5000 for A3. The values of m depend on the classifiers
and datasets. We present the number of trainable parameters of
our datasets in Table II.

TABLE III
SPLITTING POINTS FOR AE GROUPING. {g1, g2, g3} MEANS THAT THE 4

GROUPS OF AE HANDLE EPOCHS [1, g1], [g1+1, g2], [g2+1, g3] AND [g3+1,
99] OF ΔP , RESPECTIVELY

C. Autoencoder

We first evaluate the performance of the AutoEncoder (AE).
For AE, the training set is ΔPV erifier generated by training
M on DV erifier, while the test set is the ΔP submitted by
the cloud. In the normal scenarios, the cloud submits ΔPUser,
while in the attack scenarios, it uploads ΔPAttacker. Ideally, the
reconstruction error (anomaly score) of ΔPUser should be low,
while that of ΔPAttacker should be high.

Scenarios: We consider the following four scenarios (2 nor-
mal, 2 attack) in our evaluation. As presented in Section VI-B,
we have 10 sets of ΔP for both normal scenarios and attack
scenarios. For N1: same dataset, we train AE using ΔP , and
measure the reconstruction error of ΔP . For N2: same distri-
bution, we train the AutoEncoder with ΔPA, and measure the
reconstruction error using ΔPB . For the attack scenarios, we
consider A1: direct copy and A2: random noise. We generate
the ΔPAttacker using the approaches presented in Section IV.

Results: The reconstruction errors of AE in the 2 normal
scenarios and the A1 and A2 scenarios are presented in Fig.
6. As mentioned in Section V-B, we use the CPD algorithm
to find the splitting points for separating ΔP into groups. The
splitting points for grouping are shown in Table III. The reported
numbers are the average values and one standard deviation over
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Fig. 7. Heatmap of Jensen-Shannon Distance Matrix: CIFAR-10 + VGG16.

Fig. 8. Heatmap of Jensen-Shannon Distance Matrix: CIFAR-10 + Lenet5.

10 rounds of data. For the normal scenarios, as shown in Fig. 6,
the reconstruction errors of N1 are smaller than those of N2 in
almost all cases.

For A1 (Fig. 6(d)), it is clear that the reconstruction errors of
groups 1 and 2 are at least 10 times higher than the numbers
of N1 and N2, which means that AE can reliably detect A1.
The tests results for A2 are shown in Fig. 6. In Fig. 6(b), the
A2 bars are the same as the N2 bars, since the attacker uses the
legitimate parameters for the first 10 epochs (Group 1 and 2 for
CIFAR10+Lenet5, see Table III), as described in Section VI-B.
AE can detect A2 in Group 3 and 4, since the A2 bars are much
larger than those of N1 and N2. For other testcases, the A2
bars are always higher than those of N1 and N2 in each group,
meaning that parameter updates crafted by A2 cannot deceive
AEs.

D. Stationarity Examiner

We further evaluate the performance of the Stationarity Exam-
iner (SE). For each testcase, after obtaining the ΔP , we conduct
the ADF test to obtain the pvalues and compute the JSD between
the ΔP and ΔPV erifier. Ideally, in the normal scenarios, the
ΔPUser should pass the test of the Stationarity Examiner, i.e.,
has a low JSD with the ΔPV erifier, while the JSD between
ΔPV erifier and ΔPAttacker should be large.

Scenarios: We consider the following three scenarios (2 nor-
mal, 1 attack) in our evaluation. For the 2 normal scenarios, we

use the same settings as in Section VI-C, and we measure the
JSD betweenΔPV erifier andΔPUser. For attack scenarios, we
consider A3: curve-fitting. We generate the ΔPAttacker for each
testcases using the approaches presented in Section IV.

Results: As presented in Section VI-B, we have 10 sets of
ΔP for both normal scenarios and attack scenarios. To better
present the result, we plot the JSD between the ΔPV erifier

and ΔP being tested as heatmaps in Figs. 7–10. X axis means
ΔPV erifier; Y axis means ΔP . Cell (i, j) means the JSD
between the ith set of ΔPV erifier and the jth set of ΔP being
tested. Darker color means larger distance between ΔP and
ΔPV erifier, which indicates that ΔP is likely to be a fabricated
result.

The left figures represent the JSD between ΔPV erifier and
ΔPUser in N1: same dataset scenario. These heatmaps are
symmetric. As shown in the figures, the JSDs are small for
all testcases, which is expected. The middle figures represent
the JSD between ΔPV erifier and ΔPUser when DV erifier

and DUser follow the same distribution (N2). These heatmaps
are asymmetric. We can see that for CIFAR10+Lenet5 (Fig.
8(a)), the JSDs are about twice as high as those in N1 (Fig.
8(b)); for others, the JSDs are about the same compared to
those in N1. The colors of all middle figures are light, which
means that the ΔP in the normal cases can pass the tests.
The right figures represent the JSD between ΔPV erifier and
ΔPAttacker crafted by A3 (curve-fitting). It is clear that for
all testcases the JSDs of A3 are at least 3 times higher than the
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Fig. 9. Heatmap of Jensen-Shannon Distance Matrix: UTKFace + VGGFace.

Fig. 10. Heatmap of Jensen-Shannon Distance Matrix: UTKFace + Lenet5.

normal cases; for CIFAR10+VGG16, it is about 10 times higher.
Therefore, the SE can reliably detect the artificialΔP fabricated
by A3.

E. Subset of Parameters

To reduce the verification overhead, the user may want to only
use a subset of parameters for verification. In this subsection, we
study the performance of VERITRAIN when changing the number
of parameters used in the verification. In particular, we measure
the performance when selecting 5%, 10%, 20%, 50% of the
parameters in the CIFAR-10+Lenet5 case.

For AE, we consider three scenarios: N1, N2, and A2. The
mean and one standard deviation of reconstruction errors over
10 rounds are shown in Fig. 11. Note that A2 uses legitimate
parameters for Group 1 and 2 (first 10 epochs), and crafts
parameters for Group 3 and 4. It is clear that in all testcases,
the first two bars (N1 and N2) of Group 3 and Group 4 are
always smaller than the third (A2); therefore, AE is effective in
detecting A2 when only selecting a subset of parameters.

For SE, we consider the same scenarios as in Section VI-D:
N1, N2 and A3. Similar to the procedures presented in Sec-
tion VI-D, for different subsets of parameters, we conduct the

TABLE IV
JSD WHEN SELECTING A SUBSET OF PARAMETERS

ADF test and compute the JSD between the distribution of pval-
ues. For each subset (e.g., 5%), we are able to obtain three 10x10
JSD matrices (similar to Fig. 8). For each of the three matrices,
we further compute the average value of the 100 numbers after
removing the zero values (diagonal values in N1) and present the
average numbers in Table IV. As shown in the table, the JSDs of
the first two cases (N1 and N2) are always smaller than 0.078 in
the 4 testcases, while the JSDs of A3 are more than 3 times
higher (≥0.254). Therefore, SE remains effective even if only
a subset of parameters are selected for verification. Moreover,
we find that given more parameters, the JSDs of the first two
cases will be smaller, indicating that increasing the number of
parameters for testing can lower the JSD in the normal cases,
thus enhance the detection accuracy of SE.

According to our evaluation, for the 4 test cases, selecting
a subset of parameters does not impact the performance of
VERITRAIN much; VERITRAIN can still effectively detect the
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Fig. 11. Performance of AE when selecting a subset of parameters. Note that A2 uses legitimate parameters in Group 1 & 2.

Fig. 12. Different-distribution datasets: AE evaluation.

attacks. Therefore, to reduce the verification overhead, the user
may choose to verify a subset of parameters, instead of all, while
maintaining legitimacy.

F. Different-Distribution Datasets

So far, we have only evaluated VERITRAIN whenDV erifier =
DUser (N1), DV erifier and DUser follow the same distribution
(N2). In this subsection, we further evaluate VERITRAIN when
DV erifier andDUser follow different distributions but target the
same ML task.

First, we repeat the evaluation of AE for the 3 cases (N1,
N2, A2) on the Insta-LA dataset. Then, we reuse the trained AE
and use Insta-London as DUser to measure the reconstruction
error of AE; in this case, DV erifier and DUser follow different
distributions. The results are shown in Fig. 12. Note that the
splitting points for grouping are {5, 10, 45}; Therefore, for
Group 1 and 2 (first 10 epochs), A2 uses legitimate parameters.
As shown in the figure, in Group 3 and 4, the A2 bar is always the
highest, and it is at least one magnitude larger than others. This

result confirms that our AE-based approach also works when
DV erifier and DUser follow different distributions.

We also evaluate the performance of SE when DV erifier

and DUser follow different distributions. We use the same
methods as in Section VI-E to calculate the average JSDs; the
result are 0.101, 0.102, 0.256 and 0.105 for N1, N2, A3, and
different-distribution datasets, respectively. The average JSD
of different-distribution datasets is slightly higher than the two
normal scenario cases, but it is still a lot lower than that of A3.

Based on our evaluation, we confirm that VERITRAIN re-
mains effective when DV erifier and DUser follow different
distributions but target the same ML task; these legitimate
parameters can pass the tests successfully. This indicates that
VERITRAIN can perform verification and tolerate differences
even ifDV erifier does not follow the same distribution asDUser .

G. Threshold Selection

To showcase how a threshold can be selected for VERITRAIN,
we use the data generated in Section VI-C and Section VI-D
for UTKFace + Lenet5 to plot the Precision-Recall curves.
Here, the positive samples are fabricated parameters (A2 for
AE, A3 for SE), while the negative samples are the normal
parameters (N1, N2). As shown in Fig. 13, different groups
of AEs require different threshold settings: for Group 1, it is
relatively easy to select a threshold between 0.005 to 0.030 to
guarantee perfect Precision and Recall; for other groups, there
are clear tradeoffs between Precision and Recall. The verifier can
choose to either maximize Precision (minimize false positives)
or maximize Recall (minimize false negatives). For SE, it is clear
that choosing a threshold between 0.10 to 0.40 would achieve
100% Precision and Recall.



ZHANG et al.: VERITRAIN: VALIDATING MLAAS TRAINING EFFORTS VIA ANOMALY DETECTION 1043

Fig. 13. Threshold selection experiment.

VII. ROBUSTNESS OF VERITRAIN

So far, we have shown that VERITRAIN is effective against
the considered attacks. In this section, we investigate the robust-
ness of VERITRAIN. In particular, we are interested in whether
VERITRAIN is robust against adversarial samples6.

Assumptions: We assume that the attacker knows the struc-
tures and parameters of AutoEncoders, which is the white-box
setting. Unlike traditional adversarial samples on images [17],
[42], [63], [87] where the noise added on images need to be
imperceptible, in our scenario, the inputs are parameter updates
(P); the adversary does not need to worry about the magnitude
of noise since there is no bound for the values. Therefore, the
attacker can add arbitrary noises to fool VERITRAIN.

Generating Adversarial Samples: The attacker is a lazy model
trainer, who wants to bypass the verification with minimal effort.
Therefore, the attacker starts from the three attack scenarios
presented in Section VI-B to constructΔPAttacker. The attacker
applies existing methods to generate the adversarial samples
ΔPAdv from ΔPAttacker, in order to fool the AutoEncoders.
The goal of the attacker is to generate adversarial samples,
ΔPAdv , from ΔPAttacker to minimize the reconstruction error
on the pre-trained AutoEncoder. Suppose the noise added is
δ, and the maximum perturbation is ε. We have the following
optimization problem

min
δ

LAE s.t. ||δ||∞ ≤ ε (2)

LAE = Dec(Enc(ΔPAdv)) (3)

where ΔPAdv = ΔPAttacker + δ, Enc() and Dec() are en-
coder/decoder functions of the AutoEncoder, || � ||p is the lp-
norm. Here we adopt the PGD method [63] to generate adver-
sarial samples. Since PGD tries to maximize the loss function,
we set loss = −LAE , in order to find the adversarial samples
that minimize the reconstruction error for AutoEncoders.

Evaluation: For evaluation, we use the CIFAR-10 + Lenet5
dataset. The attacker starts from the A1 and A2 scenarios, and
crafts ΔPAdv from ΔPAttacker using the PGD method. Specif-
ically, we use ε ∈ [0.1, 0.2, . . ., 1.0] and apply the PGD method
on the AE of each group to construct the adversarial samples.

First, we measure the reconstruction errors of AEs. The results
of AEs are shown in Fig. 14. In the figures, the dashed and
dotted lines represent the reconstruction errors of N1 and N2,
respectively. As shown in the figures, the adversarial samples

6.Most of the adversarial samples are designed for deep learning; we are not
aware of any such techniques for hypothesis testing adopted in this paper. Thus,
we focus on adversarial samples against AEs.

Fig. 14. Reconstruction errors of AEs with adversarial samples;
A1+Adv/A2+Adv means results when feeding the adversarial samples
constructed from attack scenarios A1 and A2, respectively; N1/N2 means
results when feeding legitimate parameters in normal scenarios N1 and N2.

can obtain reconstruction errors that are even lower than the
normal scenarios (N1 and N2), thus bypassing the detection of
AEs.

We choose the best ε that can craft adversarial samples with
the lowest reconstruction errors for each group, then we apply the
Stationarity Examiner on the adversarial samples. For A1+Adv,
we choose ε1 = 0.3; for A2+Adv, we choose ε2 = 0.5. The
heatmaps of the JSD matrix with adversarial samples are shown
in Fig. 15. Compared to Fig. 8, the adversarial samples (ΔPAdv)
have larger distances from ΔPV erifier than A3 (Fig. 8(c)), thus
they are easier to detect by SEs than A3. Therefore, although
the adversarial samples can bypass AEs, they cannot evade the
detection of SEs.

Summary: According to our evaluations, the attacker can
utilize existing methods such as PGD to generate adversarial
samples to circumvent the AEs effectively. However, the adver-
sarial samples cannot evade the detection of SEs; the adversary
needs to work harder to bypass both AEs and SEs. There is
a tradeoff between the attacker’s effort and gain for fooling
VERITRAIN; we discuss this in Section IX.

VIII. IMPLEMENTATION WITH INTEL SGX

VERITRAIN should be run inside TEEs to ensure the integrity
of the verification process. In this section, we present the imple-
mentation details of VERITRAIN with Intel SGX, as well as the
evaluation of the verification cost.
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Fig. 15. Heatmaps of JSD Matrix with adversarial samples.

A. Implementation Details

To evaluate the real-world performance of VERITRAIN with
SGX enclaves, we adopt the Graphene-SGX [93] framework
since it allows us to run unmodified applications inside Intel
SGX. The experiments are conducted on a desktop equipped
with 12 Intel(R) Core(TM) i7-8700 CPUs. The desktop runs
Ubuntu 18.04 with kernel 5.4.71, and the kernel is patched ac-
cording to the official setup guide [26] of Graphene-SGX version
1.1. The Intel SGX SDK version is 2.11, and the Intel SGX driver
version is 2.11 as well. We implement AE and SE in two different
enclaves.

In the previous section, AE is implemented in Keras with Ten-
sorflow; here we re-implement AE in PyTorch since PyTorch is
better supported by Graphene-SGX. All the settings are the same
as in Section VI-A. The group number of AE is also set to 4. In the
training phase, trained AE models are saved locally; in the testing
phase, AE models are first loaded into the enclave, then perform
inferences. The enclave size is set to 4 G since it is the minimum
to make PyTorch work, as suggested by the Graphene-SGX
authors [27].

Fig. 16. Verification cost breakdown. In each cluster, left bar is the result of
AE, and right bar is the result of SE.

For SE, the adfuller Python function we use in the pre-
vious section is not supported by Graphene-SGX due to depen-
dency issues. To evaluate the overhead of SE, we re-implement
SE using the R language. The enclave size is set to 1 G instead
of 4 G since SE does not need to load the PyTorch library and
1 G memory is enough. The ADF test is implemented with the
adf.test function from the tseries package [91]. The
Jensen-Shannon Distance (JSD) is computed using the JSD
method from the philentropy package [31].

B. Verification Cost

To evaluate the verification cost (running time) of VERITRAIN,
we first study the time breakdown when running VERITRAIN

with SGX. After that, we study the cost when choosing a subset
of parameters in the CIFAR10+Lenet5 testcase. All the tests
were repeated 10 times, and we report the mean and one standard
deviation in the figures. We also compare the verification costs
with the time needed to train ML models on GPUs and CPUs.

Verification Cost Breakdown: The verification cost can be
divided into 3 categories: 1) initializing the enclave, 2) loading
the dataset and model, 3) running the code. The cost breakdowns
are shown in Fig. 16. For AE (the left bars), the time cost to
initialize the enclave is roughly 130 seconds, which is consistent
for all 4 testcases. For UTKFace+VGGFace, the total time for
AE is roughly 132 seconds, while that of the other three cases is
about 165 seconds. The reason is that, for UTKFace+VGGFace,
the number of trainable parameters is only 8193, which is about
one-tenth of that in other cases (shown in Table II). As a result,
the test dataset and trained AEs to be loaded are much smaller,
which leads to faster execution. The cost breakdowns of SE
are shown in the right bars of Fig. 16. The initialization time is
about 30 seconds; it is lower than that of AE, because the enclave
size is only 1 G. The total time of UTKFace+VGGFace is also
the smallest due to the smaller number of training parameters.
While AE spends most of the time on initialization, SE takes
a lot of time to perform computation, since the ADF test is
computationally intensive.

Verification Cost With Regards to the Number of Training
Parameters: We use CIFAR10+Lenet5 to evaluate the cost with
regard to the number of training parameters. We measure the
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Fig. 17. Verification cost versus number of parameters.

TABLE V
VERIFICATION COST VERSUS TRAINING TIME

running time when choose 5%, 10%, 20%, 50% of the param-
eters, similar to Section VI-E. The results of AE are shown
in Fig. 17(a). As shown in the figure, the time to load AE, to
load data, and to run computation are increasing when selecting
more parameters; but the time to initialize the enclave stays at
about 130 seconds. For SE (Fig. 17(b)), the initialization time is
roughly 32 seconds, about one fourth of that in Fig. (a), due to the
different enclave sizes. When selecting more parameters to test,
the time to load data only increases by a small margin. The time
to run the computation, however, increases drastically: when
selecting 10% of the parameters, it takes only about 4 seconds to
finish the execution; when 20% and 100% parameters are used,
the time cost of finishing computations is 12 seconds, and 194
seconds, respectively. The overhead is growing exponentially
due to the nature of the ADF test and the computation of JSD.

Comparison With the Training Time: The total cost of running
AE and SE inside SGX enclaves are about 165 seconds and 240
seconds, respectively. Since AE and SE can be run in parallel,
we only consider the time cost of SE when calculating the
overall cost of VERITRAIN. We report the training time on both
GPUs and CPUs for the 4 testcases using the same settings as
in Section VI (training for 100 epochs with learning rate 0.001
and batch size 64) and the overall verification cost of VERITRAIN,
averaged over 10 rounds in Table V. The training is conducted
on a desktop equipped with 12 Intel(R) Core(TM) i7-8700 CPUs
and 4 NVIDIA GeForce GTX 1080 Ti GPUs. According to
the results, it is clear that using MLaaS (GPU machines) can
greatly reduce the time of training. For CIFAR10+VGG16 and
UTKFace+VGGFace, with verification cost, the total time is
still much smaller (<2.5%) than training directly on CPUs.
For smaller datasets and models (e.g., UTKFace+Lenet5), the
user may choose to train the model locally on CPUs since the
performance speed-up for using MLaaS is small.

IX. DISCUSSION

Limitations: VERITRAIN requires that for each (dataset,
model) pair, there is a designated set of AE and SE to validate the
training efforts. When the dataset and distribution are unknown
to the verifier, VERITRAIN may not work well. However, as we
show in Section VI-F, VERITRAIN is robust when DV erifier

and DUser follow different distributions. Moreover, transfer
learning techniques may be applied to improve the generality
of VERITRAIN to deal with unknown datasets. We leave it as our
future work.

SGX Attacks: It is known to the research community that Intel
SGX is susceptible to a list of attacks; here we discuss the three
most well-known attacks and how VERITRAIN mitigates them. 1)
Iago attacks [19]. In our implementation, we use the Graphene-
SGX framework [93], which effectively mitigates Iago attacks
by checking the system call return values. 2) Side-channel
attacks [12], [83], [94], [103]. Side-channel attacks can only
jeopardize the confidentiality of SGX applications; they cannot
change the execution flows of SGX code. Therefore, it cannot
affect the verification result of VERITRAIN. 3) Replay/Rollback
attacks [28]. For example, in our scenario, the cloud attacker may
directly send a report previously signed by the verifier to the user
to get a quick reward, instead of performing training faithfully.
To defeat this type of replay attack, the user can supply a nonce
to the cloud, and ask the cloud to send the nonce to the verifier.
Then the verifier can include this nonce in the final report. When
receiving the report, the user can check whether the nonce is
valid, thus thwarts the replay attack.

Potential Improvements: To improve the performance and
reduce the overhead, the verifier may choose to distribute the
computations of VERITRAIN and run them in parallel. For ex-
ample, multi-threading mechanisms may be used to split the
workload and run them on different threads. Using lower-level
languages (e.g., C/C++) to implement VERITRAIN may reduce
the overhead as well. Moreover, the verifier may initialize the
enclaves only once and use them for multiple rounds, instead of
initializing them every time, so that the initialization cost is paid
only once. To lower the training efforts of the verifier, state-of-
the-art techniques such as Few-shot Learning (FSL) [33] may
also be applied so that the training can be done with only a few
samples.

Other Applications: VERITRAIN is designed to establish trust
between the user and the cloud in MLaaS scenarios with regard
to the number of training epochs; however, it can also be adapted
to verify other aspects of the training process in the context of
MLaaS, such as the model type and the hyper-parameters. We
leave a thorough exploration as our future work. Note that VERI-
TRAIN cannot be applied in the federated learning (FL) scenario,
since in FL training datasets of participants are confidential;
without the knowledge of the datasets, VERITRAIN is not able to
perform verification.

Recent Advances of TEEs: Intel SGX2 [50], [64] is a set of in-
structions that enable Enclave Dynamic Memory Management.
A recent news [89] reported that Intel’s new generation of Ice
Lake Xeon processors supports 512 GB SGX enclaves. With
such a larger enclave size, it would greatly reduce the overhead of
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VERITRAIN. Recently, GPU-based TEEs are also attracting a lot
of attentions. In the academia, recent works such as Telekine [49]
and Graviton [95] implement TEEs within GPUs to better utilize
the hardware acceleration while perserves the privacy. In the
industry, companies such as NVIDIA already releases H100
GPUs [73] that supports TEEs to protect the entire workloads.
It would be also interesting to see how VERITRAIN can be
integrated with GPU-TEEs. We leave a thorough investigation
on these new TEEs as our future work.

Other Potential Attackers: Note that there might exist a real-
istic lazy attacker for the case where TaskPrior = TaskUser,
m′ = m. When n′ < n, the attacker can start training from the
nth epoch; when n′ ≥ n, the attacker can directly send the
parameters of the first n epochs. However, in this scenario,
as the training parameters are all legitimate, doing so does not
jeopardize the integrity of the training process. This is similar
to the legitimate use of transfer learning; therefore, we do not
consider it as an attack. For A2, there might exist another smarter
attacker that calculate μ and σ based on parameters from the
latter epochs rather than from all n′ epochs, since intuitively
the paramater changes are getting smaller during the training
process. In this case, we can use larger group numbers for
VERITRAIN to catch the attacks. There are counterless such
attack models; we cannot enumerate every such attacker. Instead,
what we are trying to do is to show the promising results from
VERITRAIN, and the potential that it can be improved in the future
to deal with other attackers.

Advanced attacks to fool VERITRAIN : The attacker may
utilize more advanced attacks besides adversarial samples to
bypass VERITRAIN. For example, the attacker may carefully
craft adversarial samples so that they can bypass the detection of
AEs and SEs simultaneously. However, as shown in Section VII,
crafting such adversarial samples is not easy even in the white-
box setting; in the black-box setting where the attacker does
not know the internals of the VERITRAIN, it would take a lot of
queries to construct the adversarial samples. The attacker does
not have enough incentives to do so, since the goal of the attacker
is to save computation. There is a tradeoff between the effort
needed for the attacker to fool VERITRAIN, and the verifier may
also use techniques such as adversarial training [2], [37], [63],
[80], [86], [87], [98] to enhance VERITRAIN, which makes the
attack harder. We leave a thorough evaluation of such tradeoffs
as our future work.

X. RELATED WORK

In this section, we discuss the related work of secure machine
learning, which mainly falls in three areas: secure inference
and secure training. We focus on protocols of securing neural
networks instead of other classifiers (e.g., SVM). We also discuss
attacks on DNN models.

Secure Inference: Many existing works focus on verifying
the inference of neural networks, i.e., the inference results
were generated on the given input and model correctly. These
works aim to secure the ML inference, while our work focuses
on verifying the training process. The approaches can be di-
vided into two categories: cryptographic primitives and secure
hardware.

1) Cryptographic primitives: There are a number of works
that make use of cryptopgraphic approaches [11], [15], [22],
[24], [25], [36], [38], [47], [54], [57], [60], [66], [68], [79],
[81] to secure the ML inference, such as fully homomorphic
encryption (FHE), zero-knowledge proof and secure multi-party
computation (MPC). CryptoNets [38] is the first work that
uses fully homomorphic encryption (FHE) for secure inference.
There are many follow-up works [11], [15], [24], [47], [81]
trying to optimize CryptoNets. SafetyNets [36] and vCNN [57]
were proposed for verifiable DNN execution on untrusted cloud
servers using Succinct Non-interactive ARguments of Knowl-
edge (SNARK). There are also many papers utilize MPC tech-
niques to secure ML inference [54], [60], [66], [68], [79].
However, due to the nature of cryptographic approaches, they
suffer from large overheads.

2) Secure hardware (TEE): Researchers have also used secure
hardware such as Intel SGX to verify the DNN inference while
reducing the overheads. Tramèr and Boneh propose Slalom [90],
which allows a TEE (e.g., SGX) to outsource the execution of
all linear layers in a DNN to a co-located untrusted device. In
this way, Slalom can offer verifiable inference while achieving a
performance boost. The scenario is quite similar to ours, which
uses TEEs to ensure the trustworthiness of the machine learning
process. However, we consider the ML training process, instead
of inference, and we use unsupervised ML and hypothesis testing
to lower the performance overhead, instead of cryptographic
approaches. There are other works that use TEE to secure the
ML inference [44], [46], [49].

Secure training: Only a few works focus on securing the
training process. Existing works mainly utilize cryptographic
primitives such as MPC to secure the training of neural net-
works. SecureML [68] introduces secure MPC protocols for
non-linear activation functions for neural network training and
prediction. ABY3 [67], SecureNN [96], and QUOTIENT [3]
also devise customized MPC protocols to secure DNN training.
VeriML [110] is a framework proposed for integrity assurances
and fair payments in MLaaS by applying SNARK on randomly
selected individual iterative training procedures. Zande [106]
explores the use of zk-SNARK for efficient verification of
outsourced ANN training. VerifyNet [101] is a framework for
privacy-preserving and verifiable training of neural networks
in the federating learning (FL) scenario. VerifyNet utilizes ho-
momorphic hash functions to allow the server in a federated
learning scheme to prove to the clients that the server has
correctly aggregated the gradients of all online users. Although
these methods can verify the ML execution from a theoretical
perspective, their empirical overhead is prohibitive.

Closest to our work is TrustFL [108], which was recently
proposed to ensure that participants in federated learning per-
form the training tasks as intended using TEEs. In TrustFL,
the training is outsourced to the co-located GPU for perfor-
mance, while the correctness is maintained by recomputing and
checking randomly selected rounds inside TEEs. Compared to
VERITRAIN, TrustFL incurs large overhead due to re-training the
DNN inside TEEs, while VERITRAIN only incurs small overhead
due to AE inferences and ADF tests. Moreover, TrustFL is
specifically tailored to the FL scenario and not applicable to
MLaaS.
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Attacks on DNN Models: There are a lot of works trying to
find more effective adversarial samples [13], [17], [21], [42],
[63], [69], [77], [87] to fool deep neural networks. Some re-
cent works propose mechanisms to generate adversarial images
against Variational AutoEncoders (VAE) [40], [88] to make
them generate incorrect images. In response, researchers have
also introduced defenses to make AutoEncoders more robust
against attacks [2], [37], [80], [86], [98]. Another category of
attacks against ML models is the backdoor attack [8], [45], [99],
[105], where the attacker manipulates the ML training process
to implant triggers, to make the classifier misclassify samples
with specific features. In our scenario, the goal of the attacker is
to bypass the verification with minimal training effort, which is
different from the goal of backdoor attacks.

XI. CONCLUSION

In this paper, we design and implement VERITRAIN, a frame-
work running inside TEEs for verifying the training efforts of
neural networks on the MLaaS cloud, which consists of Au-
toEncoders (AE) and Stationarity Examiners (SE). We consider
a threat model where the lazy model trainer crafts artificial
parameter updates by directly copying from a trained model
or simulating them, in order to minimize the training effort.
Through extensive evaluations, we show that VERITRAIN is
effective in detecting these abnormal parameter updates while
allowing legitimate training results to pass the tests. Even when
the attacker knows VERITRAIN as a white-box, it is hard to
generate adversarial samples to fool AEs and SEs at the same
time. We further implement VERITRAIN with Intel SGX and
demonstrate that its performance overhead is moderate.
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