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Abstract
Few-shot-based facial recognition systems have gained in-
creasing attention due to their scalability and ability to work
with a few face images during the model deployment phase.
However, the power of facial recognition systems enables
entities with moderate resources to canvas the Internet and
build well-performed facial recognition models without peo-
ple’s awareness and consent. To prevent the face images from
being misused, one straightforward approach is to modify
the raw face images before sharing them, which inevitably
destroys the semantic information, increases the difficulty
of retroactivity, and is still prone to adaptive attacks. There-
fore, an auditing method that does not interfere with the facial
recognition model’s utility and cannot be quickly bypassed is
urgently needed.

In this paper, we formulate the auditing process as a user-
level membership inference problem and propose a complete
toolkit FACE-AUDITOR that can carefully choose the prob-
ing set to query the few-shot-based facial recognition model
and determine whether any of a user’s face images is used
in training the model. We further propose to use the simi-
larity scores between the original face images as reference
information to improve the auditing performance. Extensive
experiments on multiple real-world face image datasets show
that FACE-AUDITOR can achieve auditing accuracy of up to
99%. Finally, we show that FACE-AUDITOR is robust in the
presence of several perturbation mechanisms to the training
images or the target models.1

1 Introduction

Facial recognition is widely used to perform identifica-
tion [19, 39, 46, 50]. Modern facial recognition system uti-
lizes machine learning models to determine whether a face
image being verified belongs to the authorized users (the

∗Corresponding authors.
1The source code of our experiments can be found at https://github.

com/MinChen00/Face-Auditor.

complete system also includes other components like face
detection [56], liveness detection [36], etc). In the training
phase, a facial recognition model takes in multiple images
for each user (e.g., from different angles) in advance. In the
identification phase, the facial recognition model compares
the image being examined with the pre-existing pictures to de-
termine whether it belongs to the authorized users and (if yes)
to which authorized user this image belongs. More recently,
few-shot learning [16, 18, 22, 43, 45] dominate the traditional
learning in facial recognition systems because it requires only
a few “anchor” face images from the authorized users.

With the power of facial recognition systems, entities
with moderate resources can canvas the Internet for face
images and build well-performed facial recognition mod-
els without people’s awareness and consent. For example,
clearview.ai reveals that a private company has collected 3
billion online face images and trained a powerful model capa-
ble of recognizing millions of citizens. Such kinds of misuse
of facial recognition systems are potentially disastrous [34]
and infringe the privacy laws such as European Union’s Gen-
eral Data Protection Regulation (GDPR). GDPR states that
the personal data must only be processed if the individual has
given explicit consent (Article 6(1)(a)), and the processing of
personal data must be lawful, fair, and transparent (Article
5(1)(a)) [1]. This means that if the third parties want to use
the data owner’s face images, they need to obtain consent
from the data owner and inform the data owner how their face
images are processed. Sharing personal data online typically
implies that the data owners are willing to share their data
with the public for social or promotion purposes. However,
this does not grant others the right to misuse the data for
unconsent purposes, particularly in commercial activities.

To prevent face images from being misused, one straight-
forward method is to modify the raw face images before
uploading them to the Internet, such as distorting the face
images [27], producing adversarial patches [48], or adding
imperceptible pixel-level cloaks [40]. However, these ap-
proaches inevitably destroy the semantic information of the
face images and also increase the difficulty of retroactivity.
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Also, researchers have argued that such defenses can be by-
passed by newer technologies [37], which leads to an endless
arms race between the attacker and defender.

1.1 Our Contributions
In this paper, we take a different angle by advocating a respon-
sible auditing approach that enables normal users to detect
whether their private face images are being used to train a
facial recognition system. This approach provides users with
evidence in claiming proprietary of their face images. Fur-
thermore, it complies with data privacy protection regulations
such as GDPR, which gives users the right to know how their
data is processed. If data owners do not want any entity to
use their face images to train the facial recognition system,
they can use FACE-AUDITOR to audit if their face images are
being used. If they find their face images were used without
their consent, the data owners can take legal action against
the model developer in accordance with GDPR regulations.

Concretely, we propose FACE-AUDITOR to determine
whether a target user’s face images were used to train a fa-
cial recognition model. The underlying problem can be for-
malized as user-level membership inference. Different from
classic sample-level membership inference, which detects
whether a specific sample was used for training the target
model, user-level membership inference aims to determine
whether any of a target user’s data was used to train the model.
Here, the auditor has a set of samples (images) of a target
user, and these samples are not necessarily used to train the
target facial recognition model to claim/predict membership.

Methodology. We discuss the details of the technical chal-
lenges and provide a systematic analysis of how we address
each of them in Section 4.5. Briefly, to obtain an auditing
model that works broadly, we adopt the well-established yet
comprehensive shadow model paradigm that aims to mimic
the behavior of the target facial recognition model: We as-
sume the auditor can access an auxiliary dataset to train the
shadow model. In a more restricted and practical scenario,
the auxiliary data does not need to share the same distribu-
tion as the target model’s training dataset. To achieve the
goal of user-level auditing, FACE-AUDITOR accepts a set of
target face images as input and outputs a binary indicator
of a member user or non-member user. To cope with the
few-shot learning paradigm, given the target face images, we
supplement a set of anchor face images to form a probing
set. We then use the probing set to query the target facial
recognition system and generate “posteriors” (a sequence of
similarity scores from the target face to the anchor faces) as
the features for FACE-AUDITOR. Here, the target face image
is not necessarily used to train the target model. To further
improve the auditing performance, we propose using refer-
ence information to strengthen the auditing feature, which
can be calculated by comparing the original target face and
anchor images.

Evaluation. We conduct experiments on three representative
few-shot learning algorithms and four human face datasets
to illustrate the effectiveness of FACE-AUDITOR. The results
show that FACE-AUDITOR can achieve up to 99% auditing
accuracy on the SiameseNet model trained on the UMDFaces
and VGGFace2 datasets. We observe that when the target
model has high representation capability, it is more difficult
to audit. Furthermore, we conduct experiments to validate
that adding the reference information of the original image
can effectively improve the auditing performance. For in-
stance, after introducing reference information to audit the
RelationNet model, we achieve 72% accuracy improvement.
Robustness. In practice, the target model might be equipped
with different obfuscation techniques to preserve the pri-
vacy of the training data [5, 21, 27, 40, 48]. Therefore, we
conduct experiments to validate the robustness of FACE-
AUDITOR when the training images or the target models
are protected. Concretely, we consider three representa-
tive privacy-preserving mechanisms in a general ML model
pipeline: Input perturbation (perturb the training images),
training perturbation (perturb the training gradient by enforc-
ing differential privacy), and output perturbation (perturb the
output similarity scores). We also show the robustness of
FACE-AUDITOR under an adaptive attack setting, where the
target model’s output is perturbed specifically to evade the
auditing from FACE-AUDITOR. We observe that the perfor-
mance of FACE-AUDITOR only slightly drops, which indi-
cates the robustness of FACE-AUDITOR.

In summary, our contributions are four-fold:

• We take the first step to investigating the auditing approach
that enables ordinary users to detect whether their private
face images are being used to train a facial recognition sys-
tem when only similarity metric information is accessible.

• We carefully design the probing set for querying the target
facial recognition model and propose using multiple metrics
to construct the reference feature to enhance the auditing
performance.

• We systematically evaluate the factors that affect the audit-
ing performance and highlight some design oracles for an
effective auditor.

• In practice, an advanced adversary might be aware of the
existence of the auditor and try to evade the detection of
their misuse. Therefore, we investigate the robustness of
FACE-AUDITOR when the training images or the target
models are protected by different defense mechanisms.

2 Related Work

Privacy of Facial Recognition System. With the prolifera-
tion of facial recognition systems, their privacy issues have
attracted increasing attention [9, 47, 54]. To protect users’
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privacy, one strategy is to make the face images difficult
for a facial recognition system to recognize by relying on
adversarial examples [9, 15]. Sharif et al. [41] show that
adding specially printed glasses can cause the wearer to be
misidentified. Komkov et al. [23] propose to add carefully
computed adversarial stickers on a hat to reduce its wearer’s
likelihood of being recognized. Others propose to add ad-
versarial patches to make it difficult for facial recognition
systems to recognize the user as a person in an image [48,55].
An alternative is to evade the facial recognition models by
poisoning their training samples. One representative method
is Fawkes [40]. However, these approaches can inevitably
destroy the semantic information of the face images and are
still vulnerable to advanced adversaries [37].
Sample-level Membership Inference. Previous studies on
membership inference attacks mainly focus on sample-level
membership inference [10, 32, 38, 42, 44]. The first mem-
bership inference attack was proposed by Shokri et al. [42],
which uses shadow models to mimic the target model’s behav-
ior and generate training data for the attack model. Salem et
al. [38] gradually removed the assumptions of [42] by propos-
ing three different attack methods. More recently, member-
ship inference has been extensively investigated in various
ML models and tasks, such as federated learning [32], natural
language processing [44], and neural architecture search [20].

To mitigate the threat of membership inference, a plethora
of defense mechanisms have been proposed. These defenses
can be classified into three categories: Reducing overfitting,
perturbing posteriors, and adversarial training. There are sev-
eral ways to reduce overfitting in the machine learning field,
such as `2-regularization [42], dropout [38], and model stack-
ing [38]. In [26], the authors proposed to explicitly reduce
the overfitting by adding to the training loss function a reg-
ularization term, which is defined as the difference between
the output distributions of the training set and the validation
set. Jia et al. [21] proposed a posterior perturbation method
inspired by adversarial examples. Nasr et al. [35] proposed an
adversarial training defense to train a secure target classifier.
During the training of the target model, a defender’s attack
model is trained simultaneously to launch the membership
inference attack. The optimization objective of the target
model is to reduce the prediction loss while minimizing the
membership inference attack accuracy.
User-level Membership Inference. Compared to the sample-
level membership inference, the user-level inference is less
investigated. The first user-level membership inference was
proposed by Song et al. [44] for the natural language models,
including next-word prediction, neural machine translation,
and dialog generation. They design and evaluate a black-
box auditing method that can detect, with very few queries
to a model, if a particular user’s texts were used to train it.
Miao et al. [33] then investigate the user-level membership
inference against the automatic speech recognition model.
Note that Audio-Auditor feeds multiple audios of the target

user to the target model independently and obtains multi-
ple transcriptions. The auditing features are constructed by
combining the input audio, input transcriptions, output tran-
scriptions, and their statistical information. On the other hand,
FACE-AUDITOR needs to carefully design the probing set
and combine the similarity scores as the auditing feature. We
also introduce image-level similarity as reference informa-
tion to improve auditing performance. Furthermore, FACE-
AUDITOR does not need access to the exact face images used
to train the target model; instead, it only needs to take a few
new face images of the target user. While Audio-Auditor does
not have this property (at least in their experiments).

The most relevant study with FACE-AUDITOR is Li et
al. [25]. While we both focus on user-level membership
inference against metric learning models and share the same
intuition that the images from a member user tend to be closer
to each other in the latent space. However, our work differs
from Li et al. [25] in multiple aspects. First, the threat model
is different. Li et al. assume the adversary can access the
embeddings of the target model, while FACE-AUDITOR can
only obtain the similarity scores, which is more practical in
real-world facial recognition systems and more challenging
to design the inference/auditing model. Second, the feature
design is different. Li et al. feed all the face images of the
target user to the embedding extractor and use the embedding
distances of the input images as the attack feature. On the
other hand, FACE-AUDITOR carefully designs the probing
set to query the target model and uses the similarity score
as the basic auditing feature. We further discover that the
raw image similarity can serve as a decisive reference infor-
mation that significantly increases the auditing performance.
Finally, the application range is different. FACE-AUDITOR
achieves good auditing performance for both simple models
such as SiameseNet and complex models such as ProtoNet
and RelationNet, while Li et al. only achieve acceptable per-
formance for SiameseNet. We refer the readers to the detailed
experiments in Appendix A.

Attacks for AI System Auditing. Using attacks against ma-
chine learning as an auditing tool has been a growing trend in
trustworthy AI [29, 44]. “Desirable attacks” [6] against ML,
as an example, can be used for legitimate concerns like human
rights and civil liberties. Determining whether a given image
is present in a facial recognition database [17] can help indi-
viduals determine whether they can bring a court case against
the service provider. Model inversion [17] can detect poten-
tial bias decision-making in credit risk evaluation systems.
Adversarial examples can be used as an obfuscation tool to
make users less likely to be tracked [2] or re-identified [40].
A similar notion of "subversive AI" adopts human-centered
enhanced adversarial machine learning to evade algorithmic
surveillance before publishing content online. Protective Op-
timization Technologies (POTs) [24] offer a more general
terminology for repurposing the original system to enhance
privacy, evade discrimination, or avoid surveillance.

3



𝒑

𝔼SSS

𝔼Q

𝔼SSS
𝔼SSS
𝔼SSS
𝔼SSS

P
P
P
P
P

ProtoNet

ProtoNet

𝔼

𝔼
𝑠!Q

S

𝑠! 𝑠" 𝑠# … 𝑠$𝒑

SiameseNet

𝔼

𝔼
𝑠"Q

S 𝔼

𝔼
𝑠$Q

S
……

Training 
Phase

Training support set 𝕊!"#$%
(Sampled 𝒌 users)

Training Samples

ℳ

𝑚𝑖𝑛%
!"#

$

ℒ

Training query setℚ𝒕𝒓𝒂𝒊𝒏

Testing Phase

Testing query sample
ℚ!+,!$

Testing Samples
(Unseen users)

ℳ

Who isℚ%&'%( ?

Testing support set 𝕊!+,!
(Provide 𝒌 users)

𝑝! 𝑝" 𝑝# … 𝑝$𝒑

𝒑

𝔼SSS

𝔼Q

𝔼SSS
𝔼SSS
𝔼SSS
𝔼SSS

Relation
Net

RelationNet

p! 𝑝" 𝑝# … 𝑝$𝒑

Support Set
(k-way-ℓ-shot)

Query Sample

ℓ

k

Figure 1: Illustration of the metric-based few-shot facial recognition models. The algorithm consists of both the training phase and
the testing phase. The objective of the training phase is to train a feature extractor E to make the images in the query set Q close (in
terms of the embeddings) to the images in the support set S if they come from the same user, and make them far away when they are
from different users. In the testing phase, given a query image, we predict its identity label as the closest user in the support set. A
SiameseNet takes image pairs as input and outputs a similarity score. Both ProtoNet and RelationNet takes as input the support set
simultaneously and outputs a posteriors vector. ProtoNet measures the similarity by Euclidean distance while RelationNet explicitly
learns a trainable relation module.

3 Preliminaries

3.1 Facial Recognition System
The objective of the facial recognition system is to identify
face images. Formally, there is a pre-defined set of persons,
which we call authorized users. They each contribute multi-
ple face images (which we call anchor images) for the system
to “memorize” them so that when a new face image comes,
the system knows which (if any) authorized user this image
corresponds to. A straightforward approach is to train a clas-
sification model with the anchor face images. However, the
classification model oftentimes requires a large amount of
training data, while it is difficult to collect many face images
from each authorized user in practice. Furthermore, the set of
authorized users often changes over time, for example, when
new colleagues join or leave a company. The classification
model needs to be retrained when the set of authorized users
changes. To address these challenges and improve the scala-
bility of facial recognition systems, companies have turned to
using few-shot learning techniques [52].

3.2 Few-shot Learning for Facial Recognition
Few-shot learning is a machine learning paradigm that aims
to obtain good learning performance given limited supervised

information in the training set [12]. The high-level idea of
few-shot learning is to exploit prior knowledge to help train,
thus reducing the size of the actual training set. An important
branch of commonly used few-shot learning algorithms is
based on metric learning, which learns the similarity/relation
(measured by some metric) among the images instead of (in
the traditional classification problem) learning the mapping
from an image to a specific label.

Figure 1 illustrates the general pipeline of metric-based
few-shot learning algorithms, which consists of training and
testing phases (also called the deployment phase in facial
recognition systems). The training phase takes a large, pub-
licly available training dataset Dtrain (which consists of sam-
ples for many classes) and runs in multiple iterations. In each
iteration, we construct a support set Strain, which consists of
randomly selected k classes, each with ` samples, from Dtrain
(this is referred to as k-way-`-shot few-shot learning). We also
construct a query set Qtrain similar to Strain by sampling from
the same classes (note that query set might be a bit confusing
when used in training, but this is the standard terminology in
few-shot learning). Our goal is to train a feature extractor E
so that the features (embeddings) of the images from Strain
and Qtrain are optimized to be similar/close (in terms of some
metric) if they belong to the same class, and dissimilar if they
are from different classes. In the testing/deployment phase,
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we have a new support set Stest (anchor images from autho-
rized users). Since E has already been trained to perform well
in distinguishing samples from different classes; given one
query image, we predict it as the closest class in Stest . As Stest
is taken as input in the testing case, and we only care about
similarities, it is easy to add/remove authorized users in few-
shot learning. Different metric-based few-shot algorithms
vary in their strategies for making predictions conditioned
on the support set. In the following, we introduce several
representative metric-based few-shot algorithms [22, 46, 50]:

Siamese Network (SiameseNet) [28]. The most simple yet
commonly used few-shot learning algorithm relies on the
Siamese network, which inputs a pair of images and outputs
their similarity score. It consists of a feature extractor E that
learns the embedding of each image and a similarity metric
(e.g., cosine similarity) that compares any two embeddings.
The objective is to train E so that the image pairs with the
same label (positive pairs) have high similarity scores (in
the embedding space), and image pairs with different labels
(negative pairs) have low similarity scores.

As the SiameseNet is designed to learn the similarity be-
tween two images, it can be easily adapted to deal with the
few-shot learning tasks. Concretely, in the training phase,
we pair the images from the support set Strain and the query
set Qtrain one by one. If the query image and the support
image come from the same user, they form a positive pair;
otherwise, they form a negative pair. In the testing phase,
given a query image Qi

test , we compare it with all the images
in the testing support set Stest . If the largest similarity score
exceeds a predefined threshold, the query image belongs to
the corresponding user; otherwise, the target image does not
belong to any user.

Prototypical Network (ProtoNet) [43]. ProtoNet is spe-
cially designed for few-shot learning tasks. It also contains
a feature extractor E that transforms the images into embed-
dings. Different from SiameseNet which takes pairs, ProtoNet
takes all the samples from the support set Strain simultane-
ously and compares the similarity between the query images
in Qtrain and the support images in Strain. For each class in the
support set Strain, we calculate the mean of the embeddings
and generate a “prototype”. The objective is to train E to
make the images in the query set Qtrain close to the prototype
with the same user and far from the prototypes with different
users. The distance between the query embedding and the
prototype is measured by Euclidean distance.

Relation Network (RelationNet) [45]. RelationNet shares a
similar paradigm with ProtoNet, which consists of a feature
extractor E to transform the support set S into prototypes and
the query set Q into image embeddings. It also aims to make
the images in the query set Qtrain close to the prototype from
the same user, and far from the prototypes from different users.
The main difference from ProtoNet is that, instead of using
Euclidean distance to measure the distance between query

embedding and the prototype, it explicitly learns a trainable
relation module, which typically consists of multiple stacked
fully connected layers.

4 Auditing Methodology

4.1 Problem Statement

Auditing Goal. We aim to determine whether any of the tar-
get user u’s face images were used to train a target facial
recognition model MT (target model for short). We formulate
this auditing process as a user-level membership inference
problem. Formally, assume the target user u has a set of face
images U = {u1,u2, · · · ,un}, the user-level membership in-
ference aims to distinguish between U∩DT

train 6=∅ (member
user) and U∩DT

train =∅ (non-member user), where DT
train is

the training dataset of MT . This is different from the classic
sample-level membership inference that aims to determine
whether a specific face image was used to train the target
model, i.e., ui ∈DT

train (member sample) or ui 6∈DT
train (non-

member sample).

Auditing Scenario. Facial recognition systems are often
trained by computer vision companies and sold to individ-
ual users or other companies for deployment. The model
developer of the facial recognition system might collect face
images from the Internet and misuse these face images with-
out the data owners’ consent. Users who want to audit poten-
tial misuse of their face images could use FACE-AUDITOR as
a privacy-auditing tool.

Note that FACE-AUDITOR is unnecessary to be trained by
individuals. Alternatively, a third party with legal access to
facial images (such as a qualified Auditing-ML-as-a-Service
company, law enforcement, or government agency) can pur-
chase the well-known facial recognition systems in the market
and provides (free or charged) auditing services to individuals.
By doing so, the third-party entity can ensure auditing accu-
racy and efficiency, making it more convenient for users who
want to audit their face images. Individuals can quickly check
if their face images are being used without their consent and
take appropriate actions, such as reporting to the authorities
or suing the model developer per the protection of privacy
regulations [1, 3, 4].

Auditor’s Capabilities. The auditor has a basic knowledge
of the facial recognition model, such as metric scores, input
format, etc. To mimic the real-world application, we consider
the most challenging setting where the auditor only has black-
box access to the target model. We assume the auditor can
obtain an auxiliary face image dataset. Note that the auxiliary
dataset does not need to contain face images from the same set
of users or even the same distribution as the target model; thus,
the auditor can utilize some online public datasets to build
FACE-AUDITOR, which is practical in real-world applications.
In the auditing phase, the auditor does not need access to the
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Figure 2: Overview of FACE-AUDITOR. There are two phases, training and auditing. The training phase is composed of seven steps:
(1) The auditor splits its auxiliary dataset into the disjoint member and nonmember set by the user. (2) The member set is further
split into training and non-training samples. (3) The training samples are used to train a shadow model. (4) The non-training samples
and testing set are to form a probing set. (5) We use the probing set to query the shadow model and collect the model outputs. (6)
The outputs are labeled by member or non-member, depending on whether the input is from Dnontrain

mem or Dnonmem. (7) We train a
supervised binary classifier as our auditing model. In auditing phase, the auditor builds a probing set with known images from the
target users (users to be audited) and then queries a suspicious facial recognition model MT and collects the corresponding outputs
(i.e., similarity scores) as the auditing feature. Feeding these feature vectors into FACE-AUDITOR, the auditor gives a prediction of
member or non-member user.

specific face images used to train the target model; instead, it
only needs to take a few available face images of the target
user. Furthermore, the auditor can design their own support
set (legitimate users) and query set to audit the target model.

4.2 Overview

Figure 2 illustrates the overall workflow of FACE-AUDITOR.
Generally, there are two phases, auditor training and target
user auditing. The auditor training phase aims to train a bi-
nary classifier that can distinguish between member users and
non-member users. The general idea is to use the auxiliary
dataset Daux to train a shadow model that mimics the behavior
of the target model. We then design a probing set (consisting
of support set and query set) to query the shadow model and
generate a set of similarity scores (between support set and
query set), which serves as features to train the auditor model
MA. While most of the existing studies on membership infer-
ence are based on the shadow model paradigm [33,38,42,44],
the main challenge lies in constructing the attack/audit fea-
tures for the attack model. For the sample-level membership
inference against classification models, the attack features
are constructed by feeding the target samples to the target
model independently and using the output posteriors as at-
tack features. On the other hand, in the user-level few-shot
setting, the auditor does not have the exact images that are

used to train the target model. Thus, we need to carefully
design a probing set to query the target model and combine
the similarity scores as audit features.

In the auditing phase, the auditor collects a set of new face
images from the target user and builds a probing set to query
the target model. The auditor then collects the similarity
scores returned by the target model as the auditing features
and feeds them to MA, which gives a prediction of the member
or non-member user.

4.3 Auditor Training Phase

Training the Shadow Model. Assume the auxiliary dataset
Daux contains face images of U users, and each user has I
face images. We first split Daux into two disjoint datasets by
users, namely member dataset Dmem and nonmember dataset
Dnonmem. Recall that, for member users, FACE-AUDITOR
does not need to have access to the specific images used to
train the auditor model; thus, for the member dataset Dmem,
we further split it (by sample) into two disjoint parts, Dtrain

mem
and Dnontrain

mem . We use Dtrain
mem to train the shadow model and

use Dnontrain
mem and Dnonmemto construct the probing set. To be

more clear, all users in Dmem are the member users, while
images in Dtrain

mem are member samples, and images in Dnontrain
mem

are non-member samples. We follow the procedure described
in Section 3.2 to construct the support and query set to train
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the shadow model Ms.
Constructing the Probing Dataset. Unlike classical classi-
fication models that take a single image as input and output
posteriors, few-shot learning models require a support set S
and a query set Q as input and output a sequence of similarity
scores (as described in Section 3.2). Consequently, generat-
ing an auditing feature for few-shot learning is more complex
than traditional membership inference attacks against classifi-
cation models. To improve auditing performance, the auditor
must carefully design the support set S and query set Q, rather
than directly feeding the training and testing datasets to the
shadow model Ms to obtain posteriors. For ease of presenta-
tion, we call the combination of the support set and query set
as probing set P= 〈S,Q〉.

Since the architecture of SiameseNet is slightly different
from ProtoNet and RelationNet, we need to design different
probing sets for them.

• SiameseNet. As discussed in Section 3.2, the SiameseNet
model processes the support set separately, which leads
to its probing set consisting of a 1-way-`-shot support set
and multiple query images. For each probe, we set both
the support set and the query images from the same target
user (the user to be audited, who may be a member from
Dnontrain

mem or a non-member from Dnonmem).
• ProtoNet & RelationNet. Unlike SiameseNet, both Pro-

toNet and RelationNet takes the support set and query im-
ages together as input, forming a k-way-`-shot support set.
We assign the first class of the support set to the target user
and select the query images from that user. The remaining
classes in the support set can be selected from any user, as
the similarity scores between these classes and the query
images are not used to generate the auditing features.

Generating the Auditing Feature. We use the similarity
scores between the query image and the support set returned
by the shadow model as the basic auditing feature χb. We use
q images in the query set Q, resulting in an auditing feature
vector of length q.

To further improve the auditing performance, we consider
using the image-level similarity between the query image and
the support set as additional reference information, referred
to as reference auditing feature χr. In summary, the auditing
feature χ is a concatenation of the basic auditing feature and
the reference auditing feature, i.e., χ = χb||χr. In this paper,
we consider three types of image-level similarity metrics: Di-
rectly compare the similarity between image pixels (MSE and
CosSim), compare the structural similarity between images
(SSIM), and use a deep neural network to compare (LPIPS).
Denote the pixel matrix of two images as X and Y , and four
metrics can be described as follows.

• MSE (Mean Square Error). We first represent the image
pair as two pixel vectors X and Y , the MSE of these two

images is calculated as 1
N ∑

N
i=1(Xi−Yi)

2, where N is the
total number of pixels. A smaller MSE indicates higher
similarity.

• CosSim (Cosine Similarity). For two pixel vectors X and
Y , the CosSim is calculated as X ·Y

||X ||||Y || , where · represents
an inner product of two vectors and || · || presents the cardi-
nality of a vector. The values of CosSim are in the range of
[-1, 1]. A larger CosSim indicates higher similarity.

• SSIM (Structural Similarity Index Measure) [53]. It
compares two images by considering luminance, contrast,
and structure. Formally, SSIM(X ,Y ) = `(X ,Y )α ·c(X ,Y )β ·
s(X ,Y )γ, where `(·), c(·), s(·) represent luminance, con-
trast, structure respectively, and α,β,γ are weight parame-
ters. A larger SSIM value indicates higher similarity.

• LPIPS (Learned Perceptual Image Patch Similar-
ity) [60]. The general idea is to use a pretrained convo-
lutional model to transform the two images X and Y into
embeddings, normalize the activations in the channel di-
mension, and take the `2 distance. We then average across
spatial dimensions and across all layers. A larger LPIPS
indicates higher similarity.

We conduct empirical experiments in Section 5.3 to show
that the reference information can effectively improve the au-
diting performance, and cosine similarity achieves relatively
better performance in most settings.

Training the Auditing Model. For all the few-shot learning
models, we use Dnonmem

train and Dtest to construct the probing
set for member users and non-member users, respectively.
We use a three-layer multi-layer perceptron (MLP) with 100
hidden neurons as the auditing model.

4.4 Auditing Phase
To determine whether a target user’s face images are used to
train the target model, the auditor only needs to take multiple
face images from the target user. Note that these face images
are not necessarily used to train the target model. The auditor
then uses the same strategy as the training phase to construct
the probing set P and generate the auditing feature χ. Finally,
the auditing feature is fed to the auditing model to determine
the membership status of the target user.

4.5 Discussion
Here we highlight the technical challenges of FACE-AUDITOR
and discuss how we address them in this paper.

Mapping Behaviors Differs in Few-shot-based Facial
Recognition Models. In traditional ML models, the inputs
and outputs are directly mapped. The model outputs either
posteriors to known classes or corresponding labels, which en-
riches the information for a successful membership inference.
However, few-shot-based facial recognition models do not
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directly map the training data into the corresponding labels
(users); instead, they only learn a similarity metric between
images. Even though a class (user) is not seen in the training
phase, a facial recognition model could generate an accurate
similarity score due to the structural uniqueness of the human
face. Therefore, we cannot determine the membership status
of the target users by seeing if the target model can recog-
nize them. To solve this challenge, FACE-AUDITOR relies
on the fact that images of a member user tend to have higher
similarity scores than those of a non-member. To construct
the auditing feature, we concatenate the similarity scores of
multiple shots and fix one way in the support set as the target
user, which maximizes the similarity of the images from the
same user and can be easily implemented in the k-way-`-shot
input manner.

Black-box Auditing under Domain Shift. This paper iden-
tifies a more practical but strict scenario in which the auditor
does not know the underlying training data distribution, which
brings more challenges to the shadow model paradigm. On
the one hand, the auditor cannot train a perfect model to
mimic the behavior of a targeting facial recognition model.
On the other hand, a black-box auditor can only design the
query set to interact with the target model and maximize
the difference between member and non-member users. We
trained FACE-AUDITOR slightly differently from the previous
shadow model paradigm to solve the domain shift problem.
Concretely, we do not limit our auditor model to the known
images but collect unknown images from the training users
of the shadow model, increasing the generalization ability of
FACE-AUDITOR when disjoint users exist.

Well-generalized Models are More Difficult to Audit than
the Overfitted Ones. A well-generalized model often has a
low overfitting level and can behave similarly well on unseen
samples from both member and non-member users. It is more
favorable in practice but more challenging to unify a metric
to differentiate between member and non-member users. As a
result, the typical overfitting intuition that guides a successful
membership inference attack in the classification model does
not apply to few-shot learning settings. As shown in Figure 4,
the overfitting level is low in three few-shot facial recognition
models. Thanks to the reference auditing feature, we can
build a ground for the anchor images and gradually compare
the difference between member and non-member users. We
empirically validate the contribution of reference information
in Section 5.3.

5 Evaluation

In this section, we first describe the experimental setup in
Section 5.1 and evaluate the overall auditing performance in
Section 5.2. We then validate the effectiveness of the refer-
ence information and investigate the effectiveness of different
image-level similarity metrics in Section 5.3. Finally, we

show the transferability of FACE-AUDITOR in Section 5.4.
We further evaluate the impact of different hyperparameters
on the auditing performance in Appendix B and investigate
the robustness of FACE-AUDITOR when four defense mech-
anisms are introduced to protect the training images or the
target models in Appendix C.

5.1 Experimental Setup

Face Datasets. We perform experiments on four widely
used real-world face image datasets: UMDFaces [7], Web-
Face [58], VGGFace2 [8], and CelebA [30]. The details of
the dataset are as follows.

• UMDFaces [7]. The original dataset contains 367,888 face
images for 8,277 identities. The labels of all the face images
are annotated either by human annotators or deep neural
networks. The number of samples for each identity varies
from 7 to 203.

• WebFace [58]. This is a human face dataset that contains
494,414 face images of 10,575 identities collected from the
IMDb website. The number of samples for each identity
varies from 2 to 769.

• VGGFace2 [8]. It is a human face dataset containing 3.31
million images of 9131 identities, which are collected from
the Google image search engine. These face images show
large variations in pose (yaw, pitch, and roll), age, race,
lighting, and background. The number of samples for each
identity varies from 87 to 825.

• CelebA [30]. The original dataset contains 202,599 images
of 10,177 identities. The number of samples for each iden-
tity varies from 1 to 35.

Since the number of face images for all users is highly
unbalanced, to make the experimental results comparable, we
filter out the users with a number of images less than 100
(except for CelebA). For the users having more than 100
images, we randomly sample 100 images for them. We resize
all images to 96×96 and evaluate the performance of both
the target model and the auditing model. Under the setting of
Figure 2, which indicates half of the images from 40% users
are used to train the shadow/target models, we randomly
select 10% images from the 40% to generate member labels
and 10% testing images for generating non-member labels,
they use the data to train and evaluate the performance of
FACE-AUDITOR. We summarize the dataset split in Table 1.

Target Models. We experiment on three facial recognition
system architectures as introduced in Section 3.2, all with the
default configurations.

• SiameseNet. Following the setting of [22], we implement
the SiameseNet with a four-convolution-layer feature ex-
tractor with a ReLU and Max-Pooling for each convolution
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Table 1: Dataset split in detail. The dataset was split into two halves for the shadow model and target model, with users being divided
equally. We allocated 80% of the users for Dmem and the remaining 20% for Dnonmem. Within the training set, each user’s images were
split into two equal parts. One part (50% as Dtrain

mem ) was used to train the shadow/target model, while the other part (50% as Dnontrain
mem )

was used to generate the member labels. This split ensured sufficient training data for a well-performed shadow/target model. We
keep member and nonmember labels balanced for a fair and accurate evaluation of FACE-AUDITOR.

Dataset after Prepossessing Target/Shadow Model Auditing Model
Dataset #. Users #. Images per User #. Training Images #. Testing Images #. Training Images #. Testing Images

(D) (U) (I) (40%∗U)∗ (50%∗ I) (10%∗U)∗ (50%∗ I) (10%∗U)∗ (50%∗ I) (10%∗U)∗ (50%∗ I)

UMDFaces 200 100 4,000 1,000 1,000 1,000
Webface 827 100 16,520 4,130 4,130 4,130

VggFace2 5,257 100 105,140 26,285 26,285 26,285
CelebA 6,348 20 25,392 6,348 6,348 6,348

layer to learn complex patterns in the data. The target model
is trained with BCE loss and Adam optimizer.

• ProtoNet. Following the setting of [43], we implement the
ProtoNet with a four-convolution-layer feature extractor
with batch normalization and ReLU activation function
for each convolution layer. The target model is trained
with cross-entropy loss and an SGD optimizer with a step
scheduler.

• RelationNet. Following the setting of [45], we implement
the RelationNet with a four-convolution-layer feature ex-
tractor and a two-convolution-layer relation network. The
feature extractor and the RelationNet are trained with Adam
optimizer with a step scheduler. We use MSE loss to train
the metric parameters of RelationNet.

Metrics. We use the following four metrics to evaluate the
performance of FACE-AUDITOR.

• Accuracy. We use accuracy to measure the auditing success
rate. Concretely, accuracy measures the correctly predicted
probing sets to the total probing sets. Higher accuracy
means better performance.

• AUC. For a binary classification model (our attack model),
AUC (the Area Under the Curve) is the measure of the abil-
ity of a classifier to distinguish between classes when the
decision threshold varies. The higher the AUC, the better
the performance of the model at distinguishing between
the positive and negative classes. AUC equals 1 indicates
perfect prediction, while 0.5 indicates random guessing.

• F1 Score. F1 Score is a harmonic mean of precision (the
proportion of true positive cases to the member classes) and
recall (the proportion of true positive cases to all correctly
predicted classes), which can provide a better measure of
the incorrectly classified cases than the accuracy metric. A
higher F1 Score indicates better auditing performance.

• False Positive Rate (FPR). The False Positive Rate (FPR)
evaluates the proportion of incorrect ownership claims to
the total cases. In practice, a higher false positive rate
may degrade the credibility of FACE-AUDITOR and cause
unnecessary lawsuits. In our case, a lower FPR indicates
better auditing performance.

Experimental Settings. Following the classical setting of
shadow model-based membership inference [33, 38, 42, 44],
we equally split each dataset by users into two disjoint parts,
the target set DT and auxiliary set Daux. We then split both
the target set DT and the auxiliary set Daux as in Section 4.3.
We train the auditing model on Daux and evaluate the auditing
model on DT . We evaluate 5-way-5-shot with 5 queries by
default and explore the impacts of different parameters in
Appendix B.
Implementation. We implement all the target models and the
auditing model with Python 3.7 and PyTorch 1.7. All experi-
ments are run on an NVIDIA DGX-A100 server with 2 TB
memory and Ubuntu 18.04 LTS system. All the experiments
are run 10 times with mean and standard deviation reported.

5.2 Overall Auditing Performance

Target Model Performance. We first investigate the perfor-
mance of the target models. Table 2 illustrates the training
accuracy, the testing accuracy, and the overfitting (accuracy
gap between training and testing datasets) of three target mod-
els trained on four face image datasets. We first observe that
the overfitting level varies across different models but keeps
low in most settings. Besides, the RelationNet achieves the
best testing accuracy, indicating that RelationNet has the best
representation power.
Auditing Performance. We then evaluate the overall auditing
performance of FACE-AUDITOR. We conduct experiments
on three target models trained on four face image datasets and
report the auditing performance with four metrics in Figure 3.

In general, we observe that FACE-AUDITOR achieves good
auditing performance for all the target models and datasets.
For instance, SiameseNet, ProtoNet, and RelationNet trained
on the UMDFaces dataset achieve up to 1.0, 0.80, and 0.85
auditing accuracy, respectively. We further observe that the
auditing performance varies on three different target models.
We achieve the best auditing performance on SiameseNet and
the worst on ProtoNet. This is due to the different memoriza-
tion power of the target models. The memorization power
of different models can be explained by the fact that mem-
ber users’ similarity between face images is optimized in the
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Table 2: Target model performance. Higher test accuracy means better representation power and higher overfitting indicates a worse
generalization ability of the target model.

Dataset UmdFaces WebFace VGGFace2 CelebA

MTarget MSiameseNet MProtoNet MRelationNet MSiameseNet MProtoNet MRelationNet MSiameseNet MProtoNet MRelationNet MSiameseNet MProtoNet MRelationNet

Train Acc. 0.775 0.960 1.000 0.650 0.748 0.800 0.818 0.951 1.000 0.647 0.818 0.940
Test Acc. 0.500 0.794 0.852 0.460 0.670 0.757 0.767 0.868 0.943 0.603 0.802 0.867

Overfitting 0.275 0.166 0.148 0.190 0.078 0.043 0.051 0.083 0.057 0.044 0.016 0.073
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Figure 3: Overall auditing performance for four evaluation metrics. We evaluate three model architectures grouped by dataset. We
list the auditing performance over four different evaluation metrics in each subfigure.
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Figure 4: Relation between target model overfitting and auditing performance. Twelve dots in each subfigure represent the com-
bination of three target model architectures and four datasets. The Pearson correlation values between auditing performance (for
accuracy, AUC, and F1 Score) and overfitting level are 0.412, 0.406, and 0.412, respectively.

training process. SiameseNet has the highest memorization
power since images of the member users are separately opti-
mized in the training process. In contrast, that of ProtoNet
and RelationNet are optimized together with other classes.
Comparing ProtoNet and RelationNet, since RelationNet uses
a trainable relation module to compute the similarity scores
while ProtoNet directly computes the Euclidean distance; thus
RelationNet has higher memorization power than ProtoNet.

Comparing different datasets, we observe the best auditing
performance on UMDFaces and the worst on CelebA. This is
because UMDFaces has the least users (i.e., 200 users in our
experiment), and CelebA has the most users (i.e., 6348 users
in our experiment). Besides, CelebA only contains 20 images
for each user; the samples used to represent a user are much
fewer than the other three datasets, thus further increasing the
challenge for auditing.

While we observe that it is easier to infer a target user’s
membership status when there are fewer users and each
user has more samples in the dataset. In practice, it is
unnecessary to train few-shot learning-based facial recogni-
tion models on face datasets of more than 3k users since the

objective of the few-shot learning is to learn the similarity
information between classes, and 3k users are enough for
learning a few-shot learning model.

Impact of Overfitting. Previous studies have shown that
overfitting plays a crucial role in launching a successful mem-
bership inference [38, 57]. To investigate the impact of over-
fitting, we provide a scatter plot showing the relation between
the overfitting and the auditing performance in Figure 4. We
observe that higher overfitting indeed leads to better auditing
performance. Unlike classical sample-level membership infer-
ence requiring relatively high overfitting to achieve satisfying
inference performance, FACE-AUDITOR can achieve good
auditing performance even when the overfitting level is
low. For instance, when the overfitting level is 0.02, FACE-
AUDITOR can achieve 0.93 auditing accuracy. On the other
hand, the classical sample-level membership inference can
only achieve 0.6 accuracy when the overfitting is 0.02 (see
Figure 2 in [38]).
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Figure 5: Impact of the reference information and the similarity
selection. We use AUC to measure auditing performance and
put the performance evaluated on other metrics in [11].

5.3 Effectiveness of Reference Information
As discussed in Section 4, the reference information helps
to improve auditing performance. In this subsection, we
first validate the effectiveness of the reference information,
then investigate the impact of different similarity metrics.
We use AUC to measure auditing performance and put the
performance evaluated on other metrics in [11].

Effectiveness. We conduct experiments on four face image
datasets and three target models to validate the effectiveness
of the reference information. The experimental results in
Figure 5 illustrate that exploiting reference information can
significantly improve the auditing performance in most of
the settings (by comparing the “w/o.” and “w.” bars).

We further explore why the reference information can im-
prove the auditing performance using a t-SNE plot in Fig-
ure 6. Specifically, by comparing Figure 6c left and right
subfigures, we observe that the member and non-member are
much further from each other after exploiting the reference
information. We also observe different effects of reference
information on the three target models. We suspect the rea-
son is that the improvement level by reference information is
positively correlated to the memorization power of different
models, and ProtoNet has the lowest memorization power
in terms of user-level membership inference as discussed in
Section 5.2.

Impact of Similarity. Given the reference information of the
raw face images, another question is whether to choose query
images with high similarity or low similarity to the support set.
To answer this, we compare the auditing performance when
choosing the five highest-similarity query images and the five
lowest-similarity query images from the testing dataset. The
experimental results are shown in Figure 5.

By comparing the “Low Similarity” and “High Similar-
ity” bars, we observe that the original similarity between the

Attack AUC: 0.998 Attack AUC: 1.0

(a) SiameseNet w/o.& w. reference.
Attack AUC: 0.583 Attack AUC: 0.898

(b) ProtoNet w/o.& w. reference.
Attack AUC: 0.546 Attack AUC: 0.955

(c) RelationNet w/o.& w. reference.

Figure 6: T-SNE visualization on the impact of reference infor-
mation. Each red triangle is a member sample, and each blue
circle is a non-member sample of the UMDFaces dataset.

query images and the support set only slightly impacts the
auditing performance on ProtoNet and RelationNet. When
auditing the SiameseNet model, high similarity pairs can en-
hance the auditing performance. Take the SiameseNet trained
on CelebA as an example, the “Low Similarity” query images
can achieve 0.758 auditing accuracy, while the “High Simi-
larity” query images can achieve 0.858 auditing accuracy.

In summary, randomly choosing query images from the
testing dataset when constructing the probing set can make
the auditing model work well in most cases, but to achieve
the best auditing performance, “High Similarity” images
are recommended.

Choice of Similarity Metrics. We can adopt multiple met-
rics to measure the similarity between the target image and the
support set as discussed in Section 4.3. Figure 7 illustrates the
auditing performance when using different similarity metrics
to generate the reference information. We first observe that all
four metrics can achieve relatively high auditing performance
on SiameseNet. Regarding the auditing performance on Pro-
toNet and RelationNet, the performance variance increases

11



UMDFaces WebFace VGGFace2 CelebA0.0

0.2

0.4

0.6

0.8

1.0

A
ud

it
in

g
P

er
fo

rm
an

ce
A

U
C

SiameseNet

UMDFaces WebFace VGGFace2 CelebA0.0

0.2

0.4

0.6

0.8

1.0 ProtoNet

UMDFaces WebFace VGGFace2 CelebA0.0

0.2

0.4

0.6

0.8

1.0 RelationNet

None MSE CosSim SSIM LPIPS

Figure 7: Auditing performance (measured by AUC) when using different similarity metrics to generate the reference information.
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Figure 8: Auditing performance (measured by AUC) under datasets transfer. The x-axis is the dataset used to train the shadow models
and probe the target/shadow models. The y-axis is the dataset used to train the target models.

among different datasets. In general, CosSim can achieve
the best and the most stable performance in most of the
settings. We posit the reason is that it generates a bounded
value (-1 to 1), which tends to be consistent with the normal-
ized input feature of FACE-AUDITOR.

5.4 Auditor Transferability

In practice, the auditor might not be aware of the target
model’s architecture or its training data distribution. Thus, in
this section, we aim to evaluate the transferability of FACE-
AUDITOR. We first evaluate the dataset transferability when
the training data of the shadow model comes from a different
distribution than the target model, and then evaluate the model
transferability when the architecture of the shadow model is
different from the target model.

Dataset Transferability. We conduct experiments on three
target models. For each target model, we use one dataset
as the auxiliary dataset and the other three datasets as tar-
get datasets. In total, we have 16 combinations. We report
the experimental results for the AUC metric in Figure 8. In
general, we observe that FACE-AUDITOR maintains a good
performance when the target dataset and the auxiliary dataset
come from different distributions in most of the cases. For
instance, when the auxiliary dataset is VGGFace2, and the
target dataset is WebFace, we can achieve up to 0.954 au-
diting accuracy, only 0.029 lower than the same distribution
auxiliary dataset.

Two reasons can explain the high auditing performance
under dataset transfer settings. On the one hand, the unique-
ness of human faces does not change substantially. Once a
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Figure 9: Auditing performance (measured by AUC) under
model transfer. In each subfigure, the x-axis represents the tar-
get model, and the y-axis represents the shadow model.

user’s image is seen during the training process of the tar-
get model, it is easy to distinguish it from those never seen
before. Which also shows the severe privacy risks of facial
recognition models. On the other hand, FACE-AUDITOR is
trained on a shadow dataset with no user overlap as the target
model’s training dataset. The disjoint classes split forces
the auditing model to not rely on the overfitting intuition
to determine the membership status but learn to discrim-
inate from the metric scores’ internal correlations.

Model Transferability. We conduct experiments between
RelationNet and ProtoNet due to the fact that they share the
same input data format and report the experimental results in
Figure 9. We observe that the auditing performance slightly
decreases when the architecture of the shadow model is dif-
ferent from the target model. The drop is significant when
using RelationNet as the shadow model to audit ProtoNet. On
the contrary, using ProtoNet as the shadow model to audit
RelationNet can achieve better performance. We suspect the
reason is that the linear Euclidean metric of ProtoNet is a par-
ticular case of non-linear metric, which supports a pre-trained
linear model still work in most cases.
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6 Discussion

Practical Impacts of FACE-AUDITOR. FACE-AUDITOR
can serve as a complementary tool for existing privacy-
protective actions. Governments and regulators can use FACE-
AUDITOR as a tool for enforcing privacy regulations by deter-
mining if models are misusing data and violating individuals’
privacy rights. FACE-AUDITOR can be used by individuals
as an auditing tool to detect potential misuse of face data. If
a misuse happens, they can take legal actions to correct or
withdraw their data (according to GDPR Articles 15, 16, 17,
18). FACE-AUDITOR can also be employed by model devel-
opers to conduct self-inspection and ensure that their models
are compliant with privacy regulations while demonstrating
transparency in their data processing practices.

Potential Risks of Using FACE-AUDITOR. While FACE-
AUDITOR has the potential to increase transparency for users
contributing their data to train a model, it also poses a threat to
the intellectual property of the model provider. A malefactor
could exploit FACE-AUDITOR to launch user-level member-
ship inference attacks against models with sensitive training
data and use FACE-AUDITOR as a stepping stone for other
malicious activities, such as attribute inference attacks. Know-
ing that a user is in a sensitive facial recognition-based sys-
tem’s authorized zone could also allow an attacker to design
adversarial examples to become an authorized user. On a
facial recognition-based disease diagnosis system, a known
member user might also expose to the privacy of having a
particular disease. Although model developers can introduce
protective mechanisms, our evaluation of the robustness of
FACE-AUDITOR in Appendix C demonstrates that its infer-
ence performance remains high even when subjected to four
perturbations. In situations where private information is at
risk of being inferred by malicious users, criminal laws such
as the UK’s Data Protection Act 2018 (sections 170 and 171)
can deter such activities from occurring [4].

Extend to Other Data Domain. Our paper mainly focuses
on facial recognition models, so we use the term “user-level”
instead of “class-level”. We believe our method can be
adapted to other objects as well, and the key challenge lies
in choosing the appropriate reference information. For in-
stance, when dealing with text data, a better reference might
be the frequency of rare words rather than sentence-level or
word-level similarity [44].

7 Conclusion

In this paper, we proposed FACE-AUDITOR to determine
whether a target user’s face images were used to train a few-
shot-based facial recognition system relying on the user-level
membership inference. We carefully designed the probing
set to query the few-shot-based facial recognition system.
We further proposed to use the similarity scores between

the raw face images as reference information to improve the
auditing performance. We showed that FACE-AUDITOR is
robust when the users’ face images or the target models are
equipped with different defense mechanisms. In the end, we
discuss the practical implications and potential risks of using
FACE-AUDITOR.
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A Comparison with Li et al. [25]

Recently, Li et al. [25] propose a user-level membership in-
ference attack against embedding metric models when the
adversary can access the embedding of the target model and
leverage an auxiliary dataset to train multiple shadow models.
They use two distance-based features to perform the attack:
The average distance of the target user’s images to their cen-
troid (Cu) and the average pairwise distances of the target
user’s images (Pu). The authors propose to combine the two
scalar values as the attack feature.2 We next compare the
performance of Li et al. and FACE-AUDITOR.
Observation. Table 3 illustrates the experimental results, and
it shows that FACE-AUDITOR outperforms the method of Li et
al. in most cases, indicating the features of FACE-AUDITOR
are more informative. Specifically, the method of Li et al. can
work on SiameseNet (0.6-0.7 accuracy). This is consistent
with the results reported in their original paper (note that we
use different datasets; thus, the results are slightly different).
However, the performance on ProtoNet and RelationNet is
close to random guess. We suspect the reason is that ProtoNet
and RelationNet learn the relative distance information be-
tween different classes. The method of Li et al. only considers
intra-class correlation but neglects the inter-class correlation.
While FACE-AUDITOR utilizes the posterior (in ProtoNet and

2The authors do not open-source their code. We thus implement the
method of Li et al. by ourselves and conduct experiments on four datasets
and three models.

RelationNet) corresponding to the target user, which inher-
ently considers inter-class correlation. Also, with the help of
reference information, FACE-AUDITOR can better capture the
slight difference between the original image distances and the
similarity scores.

B Hyperparameter Study

Recall that we need carefully design a probing set P= 〈S,Q〉
to achieve an optimal auditing performance. We have three
important hyperparameters in the probing set i.e., the number
of ways k, the number of shots l, and the number of queries
q. We investigate their impacts on auditing performance in
Appendix B.1, Appendix B.2, and Appendix B.3. We use
AUC to measure the auditing performance, the results on
other metrics are in Appendix B of [11]. We also investigate
the impact of image size in Appendix B.4 and the impact of
the embedding extractor in Appendix B.5 of [11].

B.1 The Number of Ways k

In Figure 10, we observe only a slight decrease in the auditing
accuracy (less than 4%) as we increase the number of ways
k in the support set for all three model architectures. This
parameter affects the search space of the target model (we
observe a worse target model performance in more ways of
the support set), but it does not significantly affect the auditing
model, as we only use the largest similarity score to form the
auditing feature. This also explains why FACE-AUDITOR can
work when thousands of users are in the training set of the
target model.
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Figure 10: Number of ways (k) in the support set.

B.2 The Number of Shots l

The results in Figure 11 show that increasing the number of
shots in the support set leads to a more precise description
of a user, as reflected by better target model performance on
ProtoNet and RelationNet. However, since SiameseNet only
takes image pairs as input, the target model performance is
unaffected by the number of shots. Interestingly, we found
that the auditing performance consistently improved as the
number of shots increased for the SiameseNet. We believe
this is because ProtoNet and RelationNet represent each user’s
multiple images as a whole and calculate inter-class distances
to discriminate between multiple users. When generating
the posteriors, ProtoNet and RelationNet already consider
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Table 3: Comparison with Li et al. [25]. For their method, we use the (Cu,Pu) as the default feature of the auditing model.

Accuracy AUC F1 Score False Positive Rate
Model Dataset Li et al. FACE-AUDITOR Li et al. FACE-AUDITOR Li et al. FACE-AUDITOR Li et al. FACE-AUDITOR

UMDFaces 65.00 ± 10.68 100.00 ± 0.00 68.35 ± 3.24 100.00 ± 0.00 64.49 ± 1.18 100.00 ± 0.00 35.10 ± 3.58 0.00 ± 0.00
Webface 63.00 ± 8.04 100.00 ± 0.00 64.47 ± 3.71 100.00 ± 0.10 61.20 ± 3.56 100.00 ± 0.05 38.30 ± 2.44 0.05 ± 0.10

VggFace2 60.05 ± 6.32 99.17 ± 0.23 63.31 ± 5.20 99.01 ± 0.51 60.61 ± 7.32 97.64 ± 0.63 37.04 ± 3.97 1.75 ± 0.52

Si
am

es
eN

et

CelebA 57.72 ± 1.37 94.13 ± 0.81 59.85 ± 4.18 95.00 ± 0.74 59.33 ± 3.81 94.01 ± 0.95 44.55 ± 1.48 11.40 ± 2.13

UMDFaces 50.00 ± 1.00 81.20 ± 2.40 49.92 ± 6.98 89.13 ± 2.16 53.33 ± 26.67 81.47 ± 3.12 80.00 ± 40.00 20.60 ± 3.78
Webface 50.00 ± 0.20 76.30 ± 4.08 49.33 ± 3.20 83.59 ± 4.27 53.33 ± 26.67 75.54 ± 4.20 80.00 ± 40.00 20.80 ± 5.42

VggFace2 50.00 ± 2.40 77.40 ± 1.36 48.48 ± 6.17 86.19 ± 1.90 40.00 ± 32.66 77.43 ± 1.48 60.00 ± 48.99 22.80 ± 2.14

Pr
ot

oN
et

CelebA 50.00 ± 0.25 65.90 ± 3.80 48.86 ± 5.51 70.77 ± 3.85 53.33 ± 26.67 65.76 ± 4.53 80.00 ± 40.00 34.00 ± 2.90

UMDFaces 50.20 ± 0.25 86.00 ± 2.14 55.57 ± 4.78 94.28 ± 1.21 44.45 ± 28.17 86.09 ± 1.75 63.40 ± 45.83 14.40 ± 6.02
Webface 50.00 ± 0.00 86.20 ± 2.38 53.39 ± 3.48 92.53 ± 1.66 48.50 ± 24.49 85.92 ± 2.53 39.60 ± 48.50 12.00 ± 2.83

VggFace2 49.70 ± 0.60 82.60 ± 2.58 51.68 ± 4.09 90.75 ± 2.35 27.82 ± 31.74 81.85 ± 2.80 41.20 ± 48.03 13.40 ± 3.20

R
el

at
io

nN
et

CelebA 49.80 ± 0.40 74.30 ± 2.71 49.16 ± 2.10 82.86 ± 1.93 50.42 ± 12.49 74.79 ± 3.24 86.00 ± 28.00 28.00 ± 5.10

the influence of multiple shots, resulting in each user being
represented as a single vector for comparison, regardless of
the number of shots in the support set. On the other hand,
SiameseNet takes image pairs per probe, and more shots
indicate more diverse probes from a single user. This allows
for capturing a user’s character from multiple probes, leading
to an increase in auditing performance.
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Figure 11: Number of shots (l) in the support set.

B.3 The Number of Query Images q

We investigated the impact of the number of query images
q on three datasets with 100 images per user in their prepro-
cessed dataset, providing a wide range of q values to explore.
Our results, shown in Figure 12, demonstrate that auditing
performance improves and the false positive rate decreases
as the number of query images increases. The rationale is
that more query images lead to a broader auditing feature that
captures more information about the user, and more images
of a user can help distinguish them from other users. The
increasing trend is more pronounced for RelationNet and Pro-
toNet, suggesting that more diverse queries can reveal more
information about the underlying training data of the few-shot
facial recognition models, especially when the model has a
higher memorization ability.

C Robustness of FACE-AUDITOR

In this section, we investigate the robustness of FACE-
AUDITOR when the target models’ pipeline is perturbed to
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Figure 12: Number of query images (q).

evade auditing. Concretely, we consider four defense mecha-
nisms: Input perturbation in Appendix C.1 (perturb the train-
ing images), training perturbation in Appendix C.2 (perturb
the training gradient by enforcing differential privacy), and
output perturbation in Appendix C.3 (perturb the similarity
scores returned by the target models). In the end, we also
explore an adaptive adversary scenario in Appendix C.4.

C.1 Input Perturbation

Methodology. Multiple techniques are proposed to perturb
the face images before training the facial recognition mod-
els [9,15] and prevent the face images from being misused. In
our experiments, we consider a recently proposed technique
called Fawkes [40]. The general idea of Fawkes is to add
imperceptible noise to the target images that drive the embed-
dings of the face images to deviate from that of the raw face
images. According to its homepage, it has been downloaded
more than 840,000 times and used in various applications.
Visualization of Adversarial Perturbation. We visualize
training images under three input adversarial perturbation
levels by the Fawkes [40] in Figure 13.
Evaluation. The open-sourced Fawkes implementation3 al-
lows us to choose three perturbation levels: Low, middle, and
high. We experiment on the UMDFaces dataset and three
target model architectures. Concretely, we first use Fawkes
with three perturbation levels to prepossess all the images
in UMDFaces, and then use the same pipeline introduced in
Section 4.3 to build our shadow model and auditing model.

3https://github.com/Shawn-Shan/fawkes
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Table 4: Auditing performance under input perturbation on UMDFaces. The higher the perturbation level, the better the privacy-
preserving level. To give a direct impression of the perturbation, we show a visualization of different perturbation levels in Figure 13.

Target Model SiameseNet ProtoNet RelationNet
Perturbation Level MTarget Acc. (∆) MAuditor Acc. MTarget Acc. (∆) MAuditor Acc. MTarget Acc. (∆) MAuditor Acc.

Original 0.500 0.991 ± 0.000 0.782 0.879 ± 0.000 0.847 0.961 ± 0.000
Low 0.485 (-0.015) 1.000 ± 0.001 0.803 (+0.021) 0.785 ± 0.073 0.874 (+0.027) 0.914 ± 0.019

Middle 0.496 (-0.004) 0.993 ± 0.002 0.843 (+0.061) 0.852 ± 0.032 0.877 (+0.030) 0.903 ± 0.017
High 0.477 (-0.023) 0.973 ± 0.004 0.777 (-0.005) 0.843 ± 0.027 0.838 (-0.009) 0.913 ± 0.021

Table 5: Auditing performance under training perturbation. We report the target model performance and auditing performance for
three different privacy-preserving levels, i.e., Low, Middle, and High. Original means the target model without enforcing DP-SGD.

Target Model SiameseNet ProtoNet RelationNet
Dataset Perturbation Level MTarget Acc. MAuditor AUC MTarget Acc. MAuditor AUC MTarget Acc. MAuditor AUC

Original 0.575 0.996 ± 0.002 0.868 0.866 ± 0.016 0.943 0.906 ± 0.014
Low 0.330 0.981 ± 0.004 0.433 0.929 ± 0.000 0.215 0.932 ± 0.011

Middle 0.250 0.990 ± 0.007 0.425 0.877 ± 0.024 0.214 0.913 ± 0.019
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High 0.258 0.982 ± 0.005 0.405 0.885 ± 0.024 0.215 0.909 ± 0.012
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Figure 13: An illustration of images under different levels of
adversarial noise perturbation.

We report the target model performance and the auditing
performance under different perturbation levels in Table 4. We
observe a slight performance drop of the target model when
applying high-level perturbation, indicating the perturbed
face images (especially under high-level perturbation) are
more difficult to train. Regarding the auditing performance,
we only observe a slight drop (the drop percentage is less
than 6%), which indicates that FACE-AUDITOR is robust to
input perturbation.

C.2 Training Perturbation

Methodology. A generic approach to protect users’ data pri-
vacy is differential privacy (DP), which guarantees that any
sample in the input dataset has a limited impact on the final
output [13,14,49,51,59,61,62]. For machine learning models,
the most representative DP algorithm is Differentially-Private
Stochastic Gradient Descent (DP-SGD) [5]. In general, DP-
SGD adds Gaussian noise to gradient g during the target ML
model’s training process, i.e., g̃ = g+N

(
0,∆2

gσ2I
)
. Note

that there is no prior knowledge to determine the influence of
a single training sample on the gradient g; thus, the sensitivity
of g cannot be directly computed. To address this problem,
DP-SGD proposes to bound the `2 norm of the gradient to C

by clipping g to g/max{1, ||g||2/C}. This clipping ensures
that if ||g||2≤C, g is preserved; otherwise, it gets scaled down
to be the norm of C. As such, the sensitivity of g is bounded
by C. Note that we aim to show the defensive performance
of adding perturbation in the training process of the target
model. Besides, existing user-level DP mainly focus on the
federated learning setting [31,32]. They do not fit to few-shot
learning paradigms.

Evaluation. We conduct experiments on four datasets and
three target models. The experimental results in Table 5 show
that DP-SGD has a severe impact on the target model per-
formance. We further observe variations in the auditing per-
formance across the three model architectures: SiameseNet is
more sensitive to DP-SGD while ProtoNet and RelationNet
are less sensitive. Take VGGFace2 as an example. Applying
a high-level noise to the training phase of SiameseNet makes
target model accuracy drop by 55%, while the auditing accu-
racy only drops 1.4%. The auditing accuracy of ProtoNet and
RelationNet remains almost the same.

C.3 Output Perturbation

Methodology. Another approach to protecting ML models
from inference attacks is adding perturbations on the target
models’ outputs. In this subsection, we evaluate the robust-
ness of our auditing model when the similarity scores returned
by the target model are perturbed. We implement this defense
by adding a zero-mean Laplace noise with a standard devia-
tion δ to the target model’s outputs.

Evaluation. We conduct experiments on all four datasets and
three target models. The experimental results in Figure 14
show that FACE-AUDITOR is robust to output perturba-
tion. Concretely, the auditing performance on SiameseNet
and ProtoNet does not drop significantly, and the auditing
performance drop on RelationNet is in the scope of 15%. We
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Figure 14: Auditing performance under output perturbations. The x-axis represents different noise levels used to perturb the target
model’s outputs. Higher values mean a stronger perturbation degree. The y-axis represents the auditing performance.

also observe a slight drop in the target model performance
when the noise perturbation level increases, which indicates
the robustness of FACE-AUDITOR.

C.4 MemGuard

Threat Model. In practice, a malicious data collector might
be aware of the existence of FACE-AUDITOR. They modify
their facial recognition models in a way to evade auditing
and gain financial benefits or avoid a lawsuit. We evaluate
the performance of FACE-AUDITOR when the target model’s
output is perturbed to avoid membership auditing.
Methodology. We follow the design intuition of Mem-
Guard [21] and perform adaptive attacks against FACE-
AUDITOR. The general idea is to perturb the similarity scores
(outputs of the target model) while achieving two objectives:
Minimum label loss and maximum auditing confusion. The
first goal guarantees the noisy posteriors do not change the pre-
dicted labels of the target model given any inputs. The second
goal aims to make FACE-AUDITOR randomize its predictions
of the user-level membership status given any face images
to be audited. Concretely, to make FACE-AUDITOR unable
to distinguish member and non-member users, the adaptive
attacker aims to add the maximum noise on the similarity
scores under the constraint of not affecting the corresponding
label. To ensure that the final summation of the target model’s
output is valid (summing to one), after adding the maximum
noise to the target similarity score, we apply a SoftMax func-
tion to the entire similarity score vector, generating the final
perturbed score vector. Note that the adversary cannot perturb
the reference information as it is prepared by FACE-AUDITOR
and is a fixed value given any input images; thus, we con-
catenate the original reference information and the perturbed
similarity scores as the auditing feature.
Results. Figure 15 illustrates the auditing performance of
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Figure 15: Auditing performance comparison under an adap-
tive adversary against FACE-AUDITOR.

FACE-AUDITOR under an adaptive attack. We observe that
adaptive perturbation on the target model’s outputs only
slightly affects the auditing performance. The drop in auditing
performance is less than 5%. This differs from the sample-
level membership inference case, in which MemGuard leads
to near-random guessing attack performance. There are three
reasons. First, MemGuard can only perturb one value of the
auditing feature per query, while FACE-AUDITOR queries
the target model multiple times and combine the similarity
scores of multiple queries as the auditing feature. Second, in
sample-level membership inference, an adaptive adversary
can perturb the whole attack feature (the posterior of the target
sample) simultaneously, but it can only perturb one value per
query in our user-level membership inference setting. Third,
the reference information helps maintain the relative correla-
tion of the query images and captures the subtle difference
between member and non-member users. Additionally, our
experimental results (in Appendix C.3) show a limited im-
pact of output perturbation even without the minimum label
loss constraint. In summary, the similarity scores are more
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difficult for an adaptive adversary to perturb than output per-
turbation due to the minimum label loss constraint, which
keeps the predicted label of a query sample fixed for a given
support set and leaves the adversary little room to perturb.
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