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ABSTRACT
Relying on the truth that not all inputs require the same level of
computational cost to produce reliable predictions, multi-exit net-
works are gaining attention as a prominent approach for pushing
the limits of efficient deployment. Multi-exit networks endow a
backbone model with early exits, allowing predictions at interme-
diate layers of the model and thus saving computation time and
energy. However, various current designs of multi-exit networks
are only considered to achieve the best trade-off between resource
usage efficiency and prediction accuracy, the privacy risks stem-
ming from them have never been explored. This prompts the need
for a comprehensive investigation of privacy risks in multi-exit
networks.

In this paper, we perform the first privacy analysis of multi-exit
networks through the lens of membership leakages. In particular,
we first leverage the existing attack methodologies to quantify the
multi-exit networks’ vulnerability to membership leakages. Our
experimental results show that multi-exit networks are less vul-
nerable to membership leakages, and the exit (number and depth)
attached to the backbone model is highly correlated with the attack
performance. Furthermore, we propose a hybrid attack that exploits
the exit information to improve the performance of existing attacks.
We evaluate membership leakage threat caused by our hybrid attack
under three different adversarial setups, ultimately arriving at a
model-free and data-free adversary. These results clearly demon-
strate that our hybrid attacks are very broadly applicable, thereby
the corresponding risks are much more severe than shown by ex-
isting membership inference attacks. We further present a defense
mechanism called TimeGuard specifically for multi-exit networks
and show that TimeGuard mitigates the newly proposed attacks
perfectly.1

CCS CONCEPTS
• Security and privacy; • Computing methodologies → Ma-
chine learning;

1Our code is available at https://github.com/zhenglisec/Multi-Exit-Privacy.
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1 INTRODUCTION
Machine Learning (ML) has established itself as a cornerstone for
a wide range of critical applications, such as image classification
and face recognition. To achieve better performance, large ML mod-
els with increasing complexity are proposed. The improvement in
performance stems from the fact that the deeper ML model fixes
the errors of the shallower one. This means some samples that are
already correctly classified or recognized by the shallow ML model
do not require additional complexity. However, such progression to
deeper ML models has dramatically increased the latency and en-
ergy required for feedforward inference, which further contradicts
the research activity in Green AI [1, 48] that aims to decrease AI’s
environmental footprint and increase its inclusivity. This reality has
motivated research on input-adaptive mechanisms, i.e., multi-exit
networks, which is an emerging direction for fast inference and
energy-efficient computing.

The multi-exit model consists of a backbone model (i.e., a large
vanilla model) and multiple exits (i.e., lightweight classifiers) at-
tached to the backbone model at different depths. The backbone
model is used for feature extraction and the lightweight classifiers
allow data samples to be predicted and to exit at an early layer of the
model based on tunable early-exit criteria. Multi-exit architecture
can be applied to many critical applications as it can effectively
reduce computational costs. For example, exiting early means low
latency, which is crucial for operating under real-time constraints in
robotics applications, such as self-driving cars. Furthermore, early
exiting can improve energy efficiency, which directly influences
battery life and heat release, especially on mobile devices.

1.1 Our Contributions

Motivation. Multi-exit networks, despite their low latency and
high energy efficiency, also rely on large-scale data to train them-
selves, as the way vanilla ML models are trained. In many cases,
the data contains sensitive and private information about indi-
viduals, such as shopping preferences, social relationships, and
health status. Various recent studies have shown that vanilla ML
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models, represented by image classifiers, are vulnerable to privacy
attacks [33, 35, 37, 42, 46, 49, 51]. One major attack in this domain
is membership inference: An adversary aims to infer whether a
data sample is part of a target ML model’s training dataset.

However, various current designs of multi-exit networks are
only considered to achieve the best trade-off between resource us-
age efficiency and prediction accuracy, the privacy risks stemming
from them have never been explored. This prompts the need for
a comprehensive investigation of privacy risks in multi-exit net-
works, such as the vulnerability of multi-exit networks to privacy
attacks, the reasons inherent in this vulnerability, the factors that
affect attack performance, and whether or how these factors can
be exploited to improve or reduce attack performance.

In this paper, we take the first step to audit the privacy risks of
multi-exit networks through the lens of membership inference.
More specifically, we focus on machine learning classification,
which is the most common machine learning task, and conduct
experiments with 3 types of membership inference attacks, 6 bench-
mark datasets, and 8 model architectures.

Main Findings. We first leverage the existing attack method-
ologies (gradient-based, score-based, and label-only) to audit the
multi-exit networks’ vulnerability through membership inference
attacks. We conduct extensive experiments, and the empirical re-
sults demonstrate that multi-exit models are less vulnerable to
membership inference attacks than vanilla ML models. For instance,
considering the score-based attacks, we achieve an attack success
rate of 0.5413 on the multi-exit model trained on CIFAR-10 with
the backbone model being ResNet-56, while the result is 0.7122 on
the corresponding vanilla ResNet-56. Furthermore, we delve more
deeply into the reasons for the lower vulnerability and reveal that
the reason behind this is that the multi-exit models are less likely
to be overfitted.

We also find that the number of exits is negatively correlated
with the attack performance, i.e., multi-exit models with more exits
are less vulnerable to membership inference. Besides, a more inter-
esting observation is that considering a certain multi-exit model,
exit depth is positively correlated with attack performance, i.e.,
exits attached to the backbone model at deeper locations are more
vulnerable to membership inference. These observations are due to
the fact that different depths of exits in the backbone model actu-
ally imply different capacity models, and that deeper exits imply
higher capacity models, which are more likely to be overfitted by
memorizing properties of the training set.

Hybrid Attack. The above findings render us a new factor to
improve the attack performance. More concretely, we propose a
novel hybrid attack against multi-exit networks that exploit the
exit information as new knowledge of the adversary. The hybrid
attack’s methodology can be divided into two stages, each of which
actually represents one type of attack against ML models:

• Hyperparameter stealing: the adversary’s goal is to steal the
hyperparameters, i.e., the number of exits and the exit depth
of a given multi-exit network designed by the model owner.

• Enhancedmembership inference: the adversary then exploits
the stolen exit information as new knowledge to launchmore
powerful member inference attacks.

In particular, we study three different adversaries for obtaining
exit information by starting with some strong assumptions, and
gradually relaxing these assumptions in order to show that far more
broadly applicable attack scenarios are possible. Our investigation
shows that indeed, our proposed hybrid attack can achieve better
attack performance by exploiting extra exit information, compared
to original membership inference attacks.
Adversary 1. For the first adversary, we assume they have direct
access to the exit information, i.e., exit depth, as well as train a
shadow model of the same architecture (especially the exit place-
ments) as the target model. Further, the adversary trains the shadow
models on a shadow dataset that comes from the same distribution
as the target dataset. The assumption of same-architecture and
same-distribution also holds for almost all existing membership
inference attacks [33, 35, 37, 42, 46, 49, 51].

We start by querying the target model using a large number
of data samples to determine the number of exits attached to the
model. Then we propose different methods (e.g., one-hot encoding)
based on the attack models adopted by existing attacks to exploit
this exit information. Extensive experimental evaluation shows that
extra exit information indeed leaks more membership information
about training data. For example, our hybrid attack achieves an
attack success rate of 0.7681 on a multi-exit WideResNet-32 trained
on CIFAR-100, while the result of the original attack is 0.6799.
Adversary 2. For this adversary, we relax the assumption that they
have direct access to exit information and keep the assumption of
the same architecture and same distribution unchanged. This is a
more challenging scenario compared to the previous one.

In this scenario, we propose time-based hyperparameter stealing
to obtain the exit information. Concretely, we feed a set of samples
to the target multi-exit model and record the inference time of
these samples. We then propose a simple but effective unsupervised
method to cluster the samples based on different inference times.
Thus, the number of clusters implies the number of exits, and the
index of clusters implies the exit depth.

The intuition is that the goal of multi-exit models is to reduce
computational costs by allowing data samples to be predicted and
to exit at an early point. Therefore, the inference time for data
samples inevitably varies with the depth of the exit, i.e., data sam-
ples leaving deeper exit points imply longer inference times. Thus,
we can determine the exit depths by observing the magnitude of
inference time. Experimental results show that our hybrid attack
achieves a strong performance as our time-based hyperparameter
stealing can achieve almost 100% prediction accuracy of exit depths.
Adversary 3. This adversary works without any knowledge about
the target models and target datasets, that is, the adversary can
only construct a shadow model that is different from the target
model or a dataset from a different distribution from the target
dataset. Meanwhile, the different architectures between the shadow
model and the target model will inevitably lead to different exit
placements between them. Encouragingly, our hybrid attack still
has better attack performance than the original attacks, suggesting
that the extra exit information has a broader range of applicable
attack scenarios.

Finally, we propose a simple but effective defense mechanism
called TimeGuard, which postpones giving the prediction, rather
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than giving them immediately. Our in-depth analysis shows that
TimeGuard can reduce attack performance to a lower bound and
maintain high efficiency, i.e., achieve the best trade-off between
privacy and efficiency.

Abstractly, our contributions can be summarized as follows:
• We take the first step to audit the privacy risks of multi-exit
networks through the lens of membership inference attacks.

• Our empirical evaluation shows that the multi-exit networks
are less vulnerable to member inference, and the exit infor-
mation is highly correlated with the attack performance.

• We propose a hybrid attack that exploits the exit information
to improve the attack performance of membership inference.

• We evaluate membership leakage threat caused by hybrid
attack under three different adversarial setups, ultimately ar-
riving at a model-free and data-free adversary, which further
enlarges the scope of the hybrid attack.

• We propose TimeGuard to mitigate privacy risks stemming
from our attack and empirically evaluate its effectiveness.

2 PRELIMINARIES
2.1 Membership Leakages in Machine Learning

Models
Membership leakages in ML models emerge when an adversary
aims to identify whether a data sample was used to train a certain
model or not. It can raise severe privacy risks as themembership can
reveal an individual’s private information. For example, identifying
an individual’s participation in a hospital’s health analytic training
set reveals that this individual was once a patient in that hospital.

To evaluate the vulnerability of a givenMLmodel to membership
leakages, membership inference attacks are used as an auditing tool
to quantify the private information that a model leaks about the
individual data samples in its training set. In this work, we focus
on auditing the membership leakages of multi-exit networks.

2.2 Multi-Exit Networks
Multi-exit networks save computation by making input-specific
decisions about bypassing the remaining layers, once the model
becomes confident. More concretely, a multi-exit network applies
multiple lightweight classifiers on a vanilla ML model to allow the
inference to preemptively finish at one of the exit points when
the network is sufficiently confident with a predefined stopping
criterion. See Figure 1 for an illustration of the design of multi-exit
networks. In this paper, we focus on the pioneer and, meanwhile
the most representative design of multi-exit networks.

Backbone Initialisation. As aforementioned, multi-exit networks
modify the vanilla ML model by adding multiple lightweight classi-
fiers at certain placements throughout the network. Here, vanilla
ML models are also referred to as backbone models. A backbone
model can be any regular machine learning model architecture. For
example, in this work, we focus on the image classification task, so
such backbone models can be convolutional networks applicable
to vision, such as VGG [50], ResNet [18], and MobileNet [47].

Exit Placement. For simplicity, exit placements are restricted
to be at the output of individual network blocks, following an
approximately equidistant workload distribution.

Linear Layer (Classifier)

Convolutional Layer
Residul Block

Block Group

Internal Exit 
Point (Exit 0)

Internal Exit 
Point (Exit 1)

Final Exit 
Point (Exit 2)

Figure 1: An illustration of multi-exit network with 3 exits
inserted, including 2 internal exit points and 1 final exit
point.

Multi-Exit Network Training. Given a training dataset, a multi-
exit model is optimized by minimizing the loss function of all train-
ing samples and exit points. The training process includes two
phases: feedforward pass and backward pass. In the former, data
samples are passed through the model, including the final exit point
and internal exit points, and the network outputs from all exit points
are recorded, and then the loss of the network is calculated. In the
latter, the weights of the model are updated using gradient descent
by the loss backpropagation. In addition to the joint training de-
scribed above, Kaya et al. [29] also perform exit-only training, i.e.,
optimizing only the attached lightweight classifiers. In this work,
we focus only on joint training, as it allows for better prediction
performance.

Early-Exit Criteria. Given a data sample, it will leave at one of
the exit points when the network is sufficiently confident with a
predefined stopping criterion. To quantify confidence, we use the
estimated probability that the sample belongs to the top-1 class. If
this probability surpasses a threshold 𝜏 , we consider the prediction
to be credible. This threshold helps to instantly adjust early exits
based on resource availability and performance requirements. Fol-
lowing most previous works [21, 26, 29, 43, 44, 54], the principle of
threshold selection is to guarantee the same or similar classification
performance as vanilla models while gaining a lower computational
cost. See our technique report [36] for how to select a threshold.

Application Scenarios. As introduced in Section 1, with the
benefits of low latency and energy efficiency, multi-exit archi-
tectures can be used in many real-world applications. In the in-
dustry, IT companies leverage multi-exit networks to accelerate
forward inference. For instance, Intel [2] has developed multi-
exit architectures to reduce the computational cost of DNNs. Mi-
crosoft [61] and Huawei [23] conducted research on reducing the
computational complexity of BERT for bringing language mod-
els to IoT devices. Besides, there is a growing body of applica-
tions deploying multi-exit architectures to IoT scenarios and real-
time systems [24, 27, 28, 34, 60]. In academia, there has been sub-
stantial research focusing on minimizing the computational and
energy requirements of multi-exit networks for efficient infer-
ence [13, 21, 22, 25, 26, 29, 30, 32, 38, 43, 44, 54–57]. In short, multi-
exit networks are gaining significant attention and rapid develop-
ment in both industry and academia.
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3 QUANTIFYING MEMBERSHIP LEAKAGE
RISKS

In this section, we quantify the privacy risks of multi-exit networks
through the lens of membership inference attacks. We start by defin-
ing the threat model. Then, we describe the attack methodology.
Finally, we present the evaluation results. Note that our goal here
is not to propose a novel membership inference attack, instead, we
aim to quantify the membership leakages of multi-exit networks.
Therefore, we follow the existing attacks and their threat models.

3.1 Threat Model
Here, we outline the threat models considered in this paper. There
are three existing categories of scenarios, i.e., white-box scenario,
black-box scenario, and label-only scenario.

Given a target model, we assume the adversary has an auxiliary
dataset (namely shadow dataset) that comes from the same distribu-
tion as the target model’s training set. The shadow dataset is used
to train a shadow model, the goal of which is to mimic the behavior
of the target model to perform the attack. Furthermore, we assume
the shadow model has the same architecture as the target model
following previous works [33, 35, 37, 42, 46, 49, 51]. In particular,
the exit placements of the shadow multi-exit model are also the
same as that of the target multi-exit model.

3.2 Attack Methodology
We leverage existing membership inference attacks, which are de-
signed for vanilla ML models, to multi-exit models.

Gradient-based Attacks. In gradient-based attacks [33, 42], the
adversary obtains all adversarial knowledge and has full access to
the target model. Given a shadow dataset Dshadow, the adversary
first splits it into two disjoint sets, i.e., shadow training set Dtrain

shadow
and shadow testing set Dtest

shadow. Then the adversary queries the
shadow model S on each data sample 𝑥 from Dtrain

shadow, and com-
putes the prediction score, the feature of the second to the last layer,
the loss in a forward pass, and the gradient of the loss with respect
to the last layer’s parameters in the backward pass. These compu-
tations, in addition to the one-hot encoding of the true label, are
concatenated into a flat vector and labeled as a member if 𝑥 is in the
shadow training set Dtrain

shadow, otherwise labeled as a non-member.
In this way, the adversary can derive all data samples of Dshadow
as an attack training data set. With the attack training dataset, the
adversary then trains the attack model, which is a binary classifier.
Once the attack model is trained, the adversary can perform the
attack to query the target model T to differentiate members and
nonmembers of the target dataset Dtarget.

Score-based Attacks. Score-based attacks [35, 46, 49, 51] need
to train the shadow model as well. Unlike gradient-based attacks,
score-based attacks do not require intermediate features or gradi-
ents of the target model, but only access to the output scores of
the model. The adversary also derives the attack training dataset
by querying the shadow model using the shadow training dataset
(labeled as members) and the shadow test dataset (labeled as non-
members). The adversary can then use the attack training set to
construct an attack model.

Label-only Attacks. Label-only attacks [11, 37] consider a more
restricted scenario where the target model only exposes the pre-
dicted label instead of intermediate features or gradients, or even
output scores. Thus, label-only attacks solely rely on the target
model’s predicated label as their attack model’s input. Similar to
previous attacks, this attack requires the adversary to train a shadow
model. The adversary queries the target model on a data sample
and perturbs it to change the model’s predicted labels. Then, the
adversary measures the magnitude of the perturbation and con-
siders the data samples as members if their magnitude is greater
than a predefined threshold, which can be derived by perturbing
the shadow dataset on the shadow model.

3.3 Experimental Settings

Datasets. We consider six benchmark datasets of different tasks,
sizes and complexity to conduct our experiments. Concretely, we
adopt three computer vision tasks, namely CIFAR-10 [3], CIFAR-
100 [3], TinyImageNet [4], and three non-computer vision tasks,
namely Purchases [5], Locations [6] and Texas [7]. In particular,
the latter three datasets are privacy-sensitive: Purchases dataset
relates to shopping preferences, Locations dataset relates to social
connections, and Texas dataset relates to health status. Details of
all six datasets can be found in our technique report [36].

Datasets Configuration. For a given dataset D, we randomly
split it into four disjoint equal parts: Dtrain

target, Dtest
target, Dtrain

shadow, and
Dtest

shadow. We use Dtrain
target to train the target model T and treat it

as the members of the target model. We treat Dtest
target as the non-

members of the target model. Similarly, we useDtrain
shadow to train the

shadow model S and treat it as the members of the shadow model.
We again treat Dtest

shadow as the non-members of the shadow model.
We feed all Dtrain

shadow and Dtest
shadow to the shadow model to create an

attack training dataset to train the attack models.

Attack Model. Here we establish three types of attack models and
each type for one attack.

• Gradient-based. This attack has five inputs for the attack
model, like the one used by Nasr et al. [42], including the
target sample’s prediction score, the feature of the second to
the last layer, classification loss, gradients of the last layer’s
parameters, and one-hot encoding of its true label. Each input
is fed into a different MLP (2 or 3 layers) and the resulting
embeddings are concatenated together as one vector to a
4-layer MLP.

• Score-based. The score-based attack utilizes the predicted
score as input to the attack model, which is constructed as a
4-layer MLP with one input component.

• Label-only. Here, the attack model is not a specific MLP,
but a decision function that measures the magnitude of the
perturbation and considers data samples as members if their
magnitude is larger than a predefined threshold, which can
be derived by perturbing the shadow dataset on shadow
model.

Target Model (Multi-Exit Model). For computer vision tasks,
we adopt four popular architectures as the backbone to construct
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Figure 2: The performance of original classification tasks and computational costs for both vanilla models and multi-exit
models. computer vision tasks are on VGG-16, and non-computer vision tasks are on FCN-18-1.
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Figure 3: Comparison of overfitting levels between vanilla
and multi-exit model. Note that 1 exit represents the vanilla
model and 2-6 exits represent different multi-exit models.

multi-exit models, including VGG-16 [50], ResNet-56 [18], Mo-
bileNetV2 [47], and WideResNet-32 [59]. For non-computer vision
tasks, we designed four 18-layer fully connected networks (FCN-18)
with different numbers of hidden neural units (1024, 2048, 3072,
4096), named FCN-18-1/2/3/4 throughout the paper. See our tech-
nique report [36] for more details about these architectures. For
the exit placement, we follow the principle of Kaya et al. [29] by
attaching an additional lightweight classifier (2- or 3-layer MLP)
as an exit, i.e., exit placements are restricted to be at the output of
individual network blocks, following an approximately equidistant
workload distribution. In particular, for each backbone model, we
construct 5 different target models with the number of exits varying
from 2 to 6. Note that here we consider the backbone model’s own
classifier as the final exit point and count it in the total number of
exits. For early-exit threshold 𝜏 (0 ≤ 𝜏 ≤ 1), we manually search for
suitable 𝜏 value (among 0 to 1 in 0.05 steps) that achieve the same
or similar classification performance as vanilla (backbone) models
while gaining lower computational cost. To evaluate computational
cost, we calculate the number of mathematical operations (denoted
as ops) in the feedforward pass process by averaging over 10,000
images. The early-exit thresholds we set for multi-exit models can
be found in our technique report [36].

Baseline (Vanilla Model). To fully understand the membership
leakages of multi-exit models, we further use the vanilla model
as the baseline model. We train eight models from scratch for all
datasets, including both computer vision and non-computer vision
models. In all cases, including vanilla and multi-exit models, we
adopt cross-entropy as the loss function and Adam as the optimizer,
and train them for 100 epochs. Our code is implemented in Python
3.8 and PyTorch 1.8.1 and runs on an NVIDIA HGX-A100 server
with Ubuntu 18.04.

Metric. Following previous work, we adopt the accuracy, i.e., attack
success rate (denoted as ASR), as the attack model’s training and
testing datasets are both balanced with respect to membership
distribution. Note that we average the performance of different
multi-exit models with the number of exits varying from 2 to 6 and
report the mean and standard deviation.

3.4 Results

Classification Accuracy and Computational Cost. We first
show the performance of vanilla and multi-exit models on their
original classification tasks and computational costs in Figure 2. See
more results in our technique report [36]. We observe that the multi-
exit model performs at least on par with the vanilla model on the
classification task, but is much better in terms of computational cost.
For instance, the multi-exit VGG-16 trained on CIFAR-10 achieves
80.558% accuracy, which is better than 80.04% accuracy of vanilla
VGG-16. As for the computational cost, the multi-exit VGG-16
achieves 0.3125 Gops while the vanilla model achieves 0.6283 Gops.

Attack ASR Score. Regardingmembership inference against vanilla
and multi-exit models, we report ASR score on various datasets and
model architectures in Figure 4. See more results in our technique
report [36]. We can observe that all the multi-exit models have
lower ASR than the vanilla models. For example, score-based ASR on
vanilla VGG-16 trained on CIFAR-100 is 0.8738, while the mean ASR
on multi-exit VGG-16 is only 0.5914. Label-only ASR on vanilla FCN-
18-1 trained on Locations is 0.8866, while themean ASR onmulti-exit
VGG-16 is 0.7831. However, these results may lead to premature
claims of privacy. Section 4 presents that the membership leakage
risks stemming from our hybrid attack are much more severe than
shown by existing attacks.
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Figure 4: The attack performance of original membership inference attacks again vanilla and multi-exit models. Computer
vision tasks are on VGG-16, and non-computer vision tasks are on FCN-18-1.
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Figure 5: The distribution of loss with respect to original
classification tasks for member and non-member samples
between the vanilla VGG-16 and the 4-Exit VGG-16 onCIFAR-
10.

Overfitting Level. Here, we delve more deeply into the reasons for
the less vulnerability of multi-exit models. As almost all previous
works [20, 35, 37, 41, 46, 49, 51, 58] claim that the overfitting level
is the main factor contributing to the vulnerability of the model to
membership inference, i.e., a lower overfitting level leads to less
vulnerability to membership inference. Here, we also relate this to
the different overfitting levels of ML models. The overfitting level
of a given model is measured by calculating the difference between
its training accuracy and testing accuracy, i.e., subtracting testing
accuracy from training accuracy, which is adopted by previous
works. In Figure 3, however, we see that the overfitting level of
multi-exit models remains almost the same compared to the vanilla
model, especially in VGG-16 and WideResNet-32 trained CIFAR-10
dataset.

This observation which is contradictory to the previous con-
clusion inspires us to rethink the relationship between overfitting
levels and vulnerability to membership inference. More precisely,
we argue that the current calculation, i.e., subtracting test accu-
racy from training accuracy, is not the best way to characterize
overfitting level, which leads to no strong correlation between over-
fitting level and vulnerability to membership inference, at least for
multi-exit models.

Loss Distribution. To find a more appropriate way to characterize
the overfitting level and also to further investigate why the multi-
exit model is less vulnerable to membership inference, we analyze
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Figure 6: The distribution of loss with respect to original
classification tasks for member and non-member samples of
4-Exit VGG-16 on CIFAR-10.

the loss distribution between members and non-members in both
vanilla and multi-exit models. Due to space limitations, we only
show the results of VGG-16 trained on the CIFAR-10 dataset in
Figure 5. A clear trend is that compared to the vanilla VGG-16,
the multi-exit VGG-16 has a much lower divergence between the
classification loss (cross-entropy) for members and non-members,
especially the classification loss of members becomes larger. Note
that in Figure 3a, the overfitting level calculated by subtracting test
accuracy from training accuracy is almost the same between vanilla
and multi-exit VGG-16 trained on CIFAR-10.

We further report the loss distribution and attack performance by
“exit taken”, i.e., specific exit depth of one certain multi-exit model.
Figure 6 shows the loss distribution for members and non-members
by “exit taken” for 4-exit VGG-16. We can see that the divergence
between the loss distribution for members and non-members is
becoming larger by exit depth. In other words, the early exits are
less overfitting while the latter exits are much more overfitting. We
further report the attack ASR score of original label-only attack
against vanilla, multi-exit, and multi-exit with one specific exit (i.e.,
“exit taken”) in Figure 7. We can find that latter exits are much more
vulnerable to membership leakages, which is consistent with the
trend in loss distribution of “exit taken”.

Based on the above observation, we believe that calculating
the divergence between the loss distribution of members and non-
members can better characterize the overfitting level. More con-
cretely, we leverage Jensen-Shannon (denoted as JS) divergence,
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Figure 7: The attack performance of original label-only attack
against vanilla model and 6-exit model with one specific exit
(i.e., “exit taken”).
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Figure 8: Comparison of JS divergence between vanilla and
multi-exit model. Note that 1 exit represents the vanilla
model and 2-6 exits represent different multi-exit models.

a widely used metric, to measure the distance of two probability
distributions [15]. In Figure 8, we display JS divergence between
the classification loss of members and non-members with respect to
the number of exits. We can see that the JS divergence of multi-exit
models is clearly lower than that of vanilla models. These results
show that JS divergence is indeed a better way to characterize the
overfitting level.

Effects of the Number of Exits. We further investigate the
effects of the number of exits attached to the backbone models.
More interestingly, in Figure 8, we can also find the model with
more number of exits leads to lower divergence. This indicates that
the number of exits is negatively correlated to the vulnerability to
membership leakages. The reason is that more exits attached to the
backbone model mean that more data samples leave the earlier exit
points than the final exit points, which makes the model less likely
to be overfitted.

Effects of the Depth of Exits. Here we investigate the effects
of the depth of exits attached to the backbone models. Given a
backbone model with 6 exits, we use the exit index (from 0 to 5)
to represent the depth of exits. We calculate the JS divergence
for members and non-members of each exit point separately. As
shown in Figure 9, we can see that the JS divergence increases with
the depth of exit. These results indicate that the depth of exits is
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Figure 9: The JS divergence of classification loss with respect
to the depth of exits. The x-axis represents the depth of exit.
The y-axis represents the JS divergence.

positively correlated to the vulnerability to membership leakages,
i.e., the samples leaving from deeper exit points were easier to
distinguish between members and non-members. The reason for
this observation is that deeper exit points imply higher capacity
models, which are more likely to be overfitted to the training set.

4 HYBRID ATTACK
After quantifying membership leakages of multi-exit models, we
conclude that the multi-exit models are less vulnerable to member-
ship leakages and, more interestingly, we find that exit information
is highly correlated with attack performance. The latter motivates
us to present a new research question: Can extra exit information
(number and depth) of the multi-exit model leak more membership
information about the training set?. Before answering it, more im-
portantly, we need to answer these two-step questions first:

• how to obtain the exit information of target multi-exit mod-
els, especially in black-box and label-only scenarios.

• how to leverage the exit information to improve existing
membership inference attacks.

In the next section, we propose a novel hybrid attack that first
steals exit information and then exploits the exit information as
new knowledge for the adversary. In particular, we study three
different scenarios for hybrid attacks by starting with some strong
assumptions and gradually relaxing them to show that far more
broadly applicable attack scenarios are possible.

4.1 Adversary 1
In this section, we describe our first adversary considered for lever-
aging exit information to mount membership inference attacks.
For this adversary, we mainly make a strong assumption about
the adversary’s knowledge. In consequence, the research question
of whether extra exit information will leak more membership in-
formation can be investigated in a more effective and lower-cost
way. In the following, we start by defining the threat model, then
describe the adversary’s attack methodology. In the end, we present
a comprehensive experimental evaluation.

Threat Model. We assume that the adversary has direct access
to exit information, i.e., exit depth. More concretely, given a data
sample and a 6-exit model, the model outputs not only predictions
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Figure 10: The attack performance of different membership inference attacks on all datasets. The blue and green bars indicate
the original attack on the vanilla and multi-exit models, while the red bar indicates our hybrid attack on the multi-exit model.
Computer vision tasks are on VGG-16, and non-computer vision tasks are on FCN-18-1.
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Figure 11: Proportion of non-members in all samples leaving
at each exit.

(score or label) but also exit information, e.g., predictions from the
first exit point (exit 0) or the sixth exit point (exit 5). Note that here,
we directly consider the exit index as the exit depth. exit 0 means
the shortest path from the entry point to the first exit, while exit 5
means the longest path from the entry point to the final exit.

In addition, we make the same assumptions for other settings,
such as data knowledge, training knowledge, model knowledge,
and output knowledge.

Methodology. The methodology is organized into two stages:
hyperparameter stealing and enhanced membership inference.
Hyperparameter Stealing. The adversary first queries the target
model using a large number of data samples, which can come from
the shadow dataset or random data samples collected from the Inter-
net. They then count all exit indexes and sort them from smallest to
largest. Thus, the largest index implies the number of exits attached
to the backbone model.
Enhanced Membership Inference. According to the two different
types of attack models used in existing attacks, we propose different
methods for each attack model to exploit the exit information.

• MLP Attack Model. In gradient-based and score-based
attacks using MLP as the attack model, given the exit infor-
mation (number and depth), the adversary first converts it to
a one-hot encoding, which is the same as the one-hot encod-
ing of the true label used in the gradient-based attack. They

then provide the one-hot encoding of the exit information
and other existing information to the attack model.

• Decision Function. In the original label-only attack, the
adversary measures the magnitude of the perturbation and
treats the data samples as members if their magnitude is
larger than a predefined threshold. Here, instead of perform-
ing the above operation directly on all data samples, the
adversary first separates the data samples according to their
exit depths and then performs the above operation to distin-
guish members and non-members of each exit depth. The
thresholds are also derived in this way on the shadow model.

Experimental Setup. For the attack models in the gradient-based
and score-based attacks, the adversary has six inputs and two inputs,
respectively, where the extra one is the one-hot encoding of the exit
depths. Thus the new attack model has one more input component.
For the evaluation metric, we again use the attack success rate
(denoted as ASR). Note that in label-only attacks, we average ASR
scores across all exit depths, as ASR is independent of exit depths.

Results. Figure 10 depicts the performance of original attacks
and our hybrid attacks (see our technique report [36] for more
results). Note that, we also average the performance of multi-exit
models with the number of exits varying from 2 to 6 and report
the mean and standard deviation. Encouragingly, we can observe
that hybrid attacks achieve clearly higher ASR score than original
attacks, regardless of datasets, architectures and attack types. These
results convincingly demonstrate that extra exit information of the
multi-exit model leaks more membership information about the
training set, compared to original information only.

More interestingly, we also find that compared with gradient-
based attacks, the extra exit information used in score-based and
label-only attacks can significantly improve the performance of the
original attacks. Recall that gradient-based attacks are applicable
in white-box scenarios. This indicates that the original gradient-
based attack has already exploited almost all the information and
thus can achieve the attack performance close to the upper bound.
Therefore, in gradient-based attacks, extra exit information can not
lead to much higher attack performance gains. In contrast, we can
observe that in label-only attacks, extra exit information leads to
much higher attack performance gains.

The above results fully demonstrate the efficacy of our hybrid
attack. Here, we delve more deeply into the reasons for the success.
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Figure 12: The attack performance of different membership inference attacks again vanilla and multi-exit models. The blue
and green bars indicate the original attack on the vanilla and multi-exit models, while the red and purple bars indicate our
hybrid attack on the multi-exit model. Computer vision tasks are on VGG-16, and non-computer vision tasks are on FCN-18-1.
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Figure 13: The inference time with respect to ground truth
index of exit (a), and the density estimation by KDE based
on inference time (b). They are both obtained from the same
model, i.e., 6-exit ResNet-56 trained on TinyImageNet.

Our insight is that exit depth is a critical indicator for membership
inference. Figure 11 shows the proportion of non-members in all
samples leaving at each exit. We can see that members tend to
exit early, while non-members tend to exit late. In other words,
the later exit depth itself indicates that the samples leaving here
are likely to be non-members, in contrast to early exits where
the samples are likely to be members. Recall that Figure 9 shows
that the JS divergence of late exits is much larger than early exits,
which further contributes to our hybrid attack. Such separability
of members/non-members in terms of exit depth guarantees the
efficacy of our hybrid attack.

4.2 Adversary 2
In this section, we relax the assumption that the adversary has
direct access to exit information.

Threat Model. Different from the threat model in Section 4.1,
we remove the assumption that the adversary has direct access to
exit information, i.e., exit depth. This largely reduces the attack
capabilities of the adversary. Given a data sample, the multi-exit
model gives a prediction that includes only the score or label and
does not include any exit information. This is a more realistic but

also more challenging scenario. Note that we only focus on score-
based and label-only attacks, as in this scenario it is unlikely the
adversary can obtain gradients or features of target models.

Methodology. Recall that the goal of multi-exit models is to reduce
computational costs by allowing data samples to be predicted and
to exit at an early layer. Therefore, the inference time for data
samples inevitably varieswith the depth of the exit, i.e., data samples
leaving deeper exit points imply longer inference times, as shown
in Figure 13a. This renders us a new perspective to determine
the exit information, i.e., the magnitude of inference time actually
represents the different exit depths. We refer to this method as
time-based hyperparameter stealing.

The adversary first queries the target multi-exit model using a
large number of data samples and records the inference time of these
samples. These query samples can come from the shadow dataset,
or random data collected from the Internet or any source. The ad-
versary then sorts all recorded inference time as a one-dimensional
array. Note that a longer inference time indicates a deeper exit
point. Thus the adversary can partition this one-dimensional array
into different clusters. Here we leverage Kernel Density Estimation
(KDE)[45], an unsupervised statistical method for clustering one-
dimensional data. Figure 13b shows a set of records of inference
time, and we can see that KDE fits these records with a smoothed
line. Then, several minima of the smoothed line can be used to
partition them into different clusters. Thus the number of clusters
means the number of exits attached to the target model, and the
index of each cluster means the exit depth. The reason why we
adopt KDE is that we want to cluster one-dimensional arrays (i.e.,
recorded time), for which KDE is well suited, while other popular
techniques such as K-means [39], kNN [40] and DBSCAN [14] are
multidimensional clustering algorithms.

Experimental Setup. We use all the same setups as presented in
Section 3.3. All experiments are conducted on an NVIDIA HGX-
A100 server with 4-GPU deployed. We run 4 models simultaneously
at a time, each on a single GPU. Practically, in order to get a stable
inference time, we calculate the inference time by averaging the
time of each sample 10 times.
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Table 1: The prediction accuracy of exit depths when we run
4 models simultaneously at a time, each on a single GPU. We
averaged the performance with the number of exits varying
from 2 to 6 and report the mean and stand deviations.

Target Model CIFAR-10 CIFAR-100 TinyImageNet

VGG 0.9998±2e-4 0.9999±1e-5 0.9999±1e-4
ResNet 0.9999±2e-5 1.0±0.0 1.0±0.0

MobileNet 0.9998±8e-5 1.0±0.0 0.9998±2e-4
WideResNet 0.9996±2e-7 0.9999±1e-5 0.9999±1e-5

Table 2: The prediction accuracy of exit depths when we
run 16 models simultaneously at a time, every 4 on a single
GPU.We averaged the performance with the number of exits
varying from 2 to 6 and report themean and stand deviations.

Target Model CIFAR-10 CIFAR-100 TinyImageNet

VGG 0.8027±0.1485 0.9968±0.0019 0.7167±0.0799
ResNet 0.8966±0.2158 0.9118±0.1972 0.8279±0.1859

MobileNet 0.7062±0.4015 0.9008±0.1351 0.8059±0.1336
WideResNet 0.7500±0.3561 0.9622±0.0840 0.9441±0.1105

Results. First, we report the prediction accuracy of exit depth over-
all datasets and model architectures in Table 1. As we can see, our
proposed time-based hyperparameter stealing can achieve almost
100% accuracy. This indicates that the magnitude of inference time
indeed can represent the exit depth, i.e., a longer inference time
represents a deeper exit point and vice versa. Consequently, we can
observe that our two adversaries achieve very similar performance
for various datasets and model architectures in Figure 12. More
results can be found in our technique report [36]. These results
clearly demonstrate our hybrid attacks are very broadly applicable.

Recall that we run 4 target models simultaneously at a time, each
on a single GPU. We further investigate whether a more complex
system environment affects attack performance. To this end, we
increase the number of models running simultaneously from 4 to
16, and every 4 on a single GPU. We summarize the prediction
performance of exit depth in Table 2 and the attack performance in
Figure 14. Encouragingly, Figure 14 shows that our hybrid attack
still achieves better attack performance than the original attack,
albeit a bit worse than other adversaries. Moreover, we believe
that programs or models are more likely to run in simple or clean
environments, at least not as complex as ours, especially in some
real-time constrained applications, such as self-driving cars.

Next, we focus on the practicality of our hybrid attack against
remotely deployed models, i.e., Machine Learning as a Service
(MLaaS). This is a more challenging scenario where the communi-
cation channel can be very noisy. To simulate the complex commu-
nication channel, we assume that the noise 𝑧 in the channel follows
Gaussian distribution N(𝜇, 𝜎2). More specifically, we first measure
the clean inference time 𝑡 , then sample the noise 𝑧 from N(𝜇, 𝜎2),
and finally obtain the noisy inference time 𝑡 ′ = 𝑡 + 𝑧 (𝑧 > 0). Here,
the 𝑧 > 0 is to ensure that the noisy inference time 𝑡 ′ is larger
than the clean inference time 𝑡 . To obtain a stable inference time,
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Figure 14: The attack performance of different membership
inference attacks against multi-exit models. 1perGPUmeans
one model running on a single GPU while 4perGPU means 4
models running on a single GPU.

we propose a simple method that computes the inference time by
averaging the noisy inference time 10 or more times, i.e., querying
the remote model multiple times for each sample. Figure 15 shows
the prediction and attack performance under the effect of variance
𝜎 of noise and query numbers for each sample. We can see that the
highest prediction accuracy and ASR scores can be achieved if the
number of queries is large enough, i.e., multiple queries can indeed
eliminate the effect of noise. Furthermore, as shown in Figure 15a,
we can find that even if the prediction accuracy of the exit depth
drops significantly, it still leads to high attack ASR scores.

Furthermore, we delve more deeply into the lower bound of
query numbers that can guarantee high attack performance. Con-
sider the noise follows N(𝜇, 𝜎2), and two clean inference time 𝑡1
and 𝑡2 from two adjacent exits exit #1 and exit #2, respectively. Thus,
the noisy inference time 𝑡 ′ actually follows N(𝑡 + 𝜇, 𝜎2). The re-
search question now is how many query numbers can guarantee
the averaged noisy inference time 𝑡 ′1 and 𝑡 ′2 can be distinguished
with high confidence. Here, we leverage Z-Test [8], a statistical
technique, to determine whether two population means 𝑡 ′1 and 𝑡

′
2

are significantly different. To this end, we first query the target
model with one certain sample many times (typically more than
100 times) to estimate the standard deviation 𝜎 . Then we calculate
the Z-Score by the following formula:

𝑍 =
𝑡 ′1 − 𝑡 ′2√︃
𝜎2
𝑛1

+ 𝜎2
𝑛2

=
(𝑡1 + 𝜇) − (𝑡2 + 𝜇)√︃

𝜎2
𝑁

+ 𝜎2
𝑁

=
(𝑡1 − 𝑡2)

𝜎

√︃
2
𝑁

(1)

where 𝑛1 and 𝑛2 represent the query numbers for 𝑡 ′1 and 𝑡 ′2, and
we consider the same query numbers 𝑁 for all samples, i.e., 𝑛1 =

𝑛2 = 𝑁 . Besides, as Figure 13 shows, we consider the minimal time
difference (ms) between two adjacent exit |𝑡1−𝑡2 | ∈ {3, 5, 7, 9, 11}. To
satisfy 𝑝 ⩽ 0.05, i.e., the average noise inference time 𝑡 ′1 and 𝑡 ′2 can
be distinguished with more than 95% confidence, we should ensure
that |𝑍 | ⩾ 1.96.2 Thus we can derive the relationship between 𝑁

and 𝜎 as shown in Figure 16. Given |𝑡1−𝑡2 | and 𝜎 , the corresponding
𝑁 denotes the lower bound of query numbers that can guarantee
to divide two adjacent exits with more than 95% confidence. Recall
2https://pro.arcgis.com/en/pro-app/2.8/tool-reference/spatial-statistics/what-is-a-z-
score-what-is-a-p-value.htm

https://pro.arcgis.com/en/pro-app/2.8/tool-reference/spatial-statistics/what-is-a-z-score-what-is-a-p-value.htm
https://pro.arcgis.com/en/pro-app/2.8/tool-reference/spatial-statistics/what-is-a-z-score-what-is-a-p-value.htm
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Figure 15: The exit prediction and attack performance under
the effect of query numbers 𝑁 and standard deviation 𝜎 . The
model is MobileNet trained on CIFAR-100.

that as shown in Figure 15a, even if the prediction accuracy of the
exit depth drops significantly, it still leads to a high attack ASR score,
so the lower bound on the number of queries can also lead to high
attack ASR score.

4.3 Adversary 3
Previous work [20, 35, 37, 46, 49, 51] has focused on the setup where
the adversary trains a shadow model with the same architecture as
the target model. Here, we investigate whether the exit information
still leaks more membership information when we relax this as-
sumption. In addition, we also investigate the effect of the shadow
dataset when we relax the assumption that the shadow dataset and
target dataset are identically distributed.

Threat Model. To challenge our hybrid attack, we remove the
assumption that the adversary can build a shadow model with the
same architecture and exit placement as the target model, which
largely reduces the attack capabilities of the adversary. In addition,
we perform the evaluation of the gain of the exit to attack per-
formance by relaxing the assumption that the shadow and target
datasets are identically distributed.

Methodology. The strategy of the third adversary is very simi-
lar to the second adversary. The only difference is that the third
adversary uses a shadow model with a different architecture from
the target model, which further inevitably leads to a different exit
placement between shadow and target models. For example, given
a target model ResNet-56 with 6 exits, the adversary can only train
a different model, like VGG-16 with 6 exits, to perform membership
inference. In this case, the placement of these 6 exits attached to
the backbone model is different between ResNet-56 and VGG-16.

To relax the assumption on the same distribution between the
shadow and target datasets, we use different datasets, e.g., CIFAR-10
as the target dataset and TinyImageNet as the shadow dataset, to
launch our hybrid attack.

Experimental Setup. We use the same settings as described in
Section 4.2.

Results. Figure 17 shows the attack performance when the shadow
models are constructed by different architectures as the target mod-
els. First, we observe that the attack performance remains almost
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Figure 16: The relationship between query numbers 𝑁 and
standard deviation 𝜎 . The y-axis 𝑁 denotes the lower bound
of query numbers that can guarantee to divide two adjacent
exits 𝑡1 and 𝑡2 with more than 95% confidence.

the same in both the original attack and hybrid attack, respectively.
More encouragingly, we can also find that the attack performance
of our hybrid attack is clearly higher than that of the original at-
tack. For instance, when the target model is WideResNet-32 and
the shadow model is VGG-16, the ASR score of our hybrid attack is
0.7935, while that of the original attack is only 0.7205. This indicates
that we can relax the assumption that the shadow model has the
same model architecture and exit placement as the target model.

Furthermore, we investigate whether we can relax another as-
sumption of the same distribution between the shadow dataset
and target dataset. Figure 18 shows the attack performance on
MobileNet and FCN-18-1 when the shadow dataset is distributed
differently from the target dataset. We observe the performance of
our hybrid attack is still better than the original attack even when
the target and shadow datasets are different. Such observation hints
we can relax the assumption of a same-distribution shadow dataset.
See our technique report [36] for more results and the reason why
we can relax these two assumptions.

In conclusion, we show that adversary 3 can free the attacker
from knowing the target model (especially exit placements) and
target dataset, which further enlarges the scope of the hybrid attack.
These results convincingly show that the corresponding risks are
much more severe under the threats caused by our hybrid attack.
Furthermore, the fact that privacy risks are much more severe
shown by our hybrid attacks would hinder the process of green AI
that aims at fast inference and energy-efficient computing.

5 POSSIBLE DEFENSES
In this section, we explore the possible defense and empirically
conduct the evaluation. Recall that the adversary determines the
exit depths by observing the different magnitude of inference time,
thus the intuition of our defense is to hide the difference in inference
time for different exit points. We name our defense TimeGuard.

TimeGuard. The key point is that the multi-exit networks delays
giving predictions, rather than giving them immediately. One sim-
ple but naive defense mechanism is delaying giving predictions to
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Figure 17: The attack performance when the shadow model has different architecture compared to the target model. These
computer vision models (a and b) are trained on CIFAR-100, and these non-computer vision models (c and d) are trained on
Purchases.
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Figure 18: The attack performance when the shadow dataset comes from different distributions of the target dataset. The
computer vision model (a and b) we used is MobileNet, and the non-computer vision model (c and d) we used is FCN-18-1.
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Figure 19: An illustration of how TimeGuard works on a
multi-exit network with 3 exits. The y-axis represents the
density of samples leaving at a certain delaytime among all
samples at the same exit. These delaytimes follow the right
part of Gaussian distribution N(𝑡, 𝜎2).

the maximum inference time, i.e., a sample passes forward through
all the layers of the model, acting like a vanilla model without
any exit inserted. This behavior will make it impossible for the
adversary to determine the exit information by observing inference
time. However, this mechanism preserves privacy perfectly but is
less efficient because it destroys one of the core ideas of multi-exit
networks, which is to reduce the inference time for certain samples.

To achieve a better trade-off between privacy and efficiency, here
we propose a novel mechanism for TimeGuard with high efficiency.
See Figure 19 for an illustration of TimeGuard working on a 3-exit
network. More concretely, consider the clean inference time 𝑡 of one
certain exit, thus the delay inference times of all the samples leave
at this exit follow the right part of Gaussian distribution N(𝑡, 𝜎2).
See algorithm of TimeGuard in Algorithm 1. Here, we leverage
ImageHash [9] or Sha512 [12] to calculate the unique hash ℎ, and
leverage HKDF [31] to generate the secret seed for Gaussian noise.
In other words, we can obtain a fixed delay inference time 𝑡 ′ for
𝑥 since the hash ℎ is unique (line 1) regardless of the number of
queries. Thus, multiple queries on a data sample always give us the
same delayed inference time, which is different from the scenario
of noise variance reduction.

To further investigate the trade-off between privacy and effi-
ciency under the influence of the standard deviation, we report
attack performance and averaged inference time of each sample by
varying the standard deviation in Figure 20. We can observe that
as the standard deviation increases, the ASR score decreases, while
the averaged inference time increases. Since the ASR score of the
original attack is the lower bound of the attack performance in both
the original and hybrid attacks, the intersection of the two blue
lines shown in Figure 20 is the best defense scenario for the model.
In other words, the corresponding standard deviation is the optimal
setting for TimeGuard, which not only reduces the ASR score to the
lower bound, but also maintains fast inference.
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Algorithm 1: TimeGuard with high efficiency.
Input: a data sample 𝑥 , standard deviation 𝜎 , multi-exit

model M, a secret global seed 𝑆 .
Output: delay time 𝑡 ′ for 𝑥 .

1 calculate hash ℎ by Hash(𝑥 ); /* For images/non-images,

Hash(𝑥) means ImageHash/Sha512. */

2 set random seed by random.seed(HKDF(ℎ, 𝑆)); /* the seed

of Gaussian noise is secret. */

3 sample Gaussian noise 𝐼 by random.normal(𝑡 , 𝜎2, size=1);
/* 𝐼 is unique and repetitive for 𝑥. */

4 observe the exit depth where 𝑥 leaves by feeding 𝑥 toM;
5 obtain clean inference time 𝑡 of the exit;
6 calculate delay time 𝑡 ′ = 𝑡 + |𝑡 − 𝐼 | ;
7 return delay time 𝑡 ′;

6 RELATEDWORKS
6.1 Multi-exit Networks
Multi-exit architecture is first proposed by Teerapittayanon et
al. [54], which adds side branches to the backbone model and aims
to reduce inference run-time and energy by allowing some samples
to exit early. To make the design more customizable or generic, var-
ious modifications to the architecture are proposed, [26] presents
MSDNet, which can enable prediction at any time by multi-scale
feature maps and dense connectivity; [29] presents a general design,
called Shallow-Deep network (SDN), meanwhile identifying that
vanilla model are susceptible to overthinking. In addition to various
architectural designs, more efforts are focused on the training meth-
ods of the multi-exit models. Kaya et al. [29] conduct both joint
training and exit-only training; Phuong et al. [43] introduce knowl-
edge distillation [21, 44] into the training procedure, which makes
the early exit learn from the last exit; Wang et al. [55] take this a
step further by allowing each outlet to learn from all subsequent
outlets, while it supports adaptively learning the weights of each
distillation loss. More recently, more work has begun to investigate
the robustness of multi-exit models. Hu et al. [25] propose that
RDI-Nets achieve a “triple win” between high accuracy and low
inference cost and robustness to adversarial attacks [10, 16, 53];
Hong et al. [22] propose an attack called DeepSloth to eliminate the
computational savings provided by the multi-exit model; Dong et
al. [13] give a DNN fingerprint identification method based on infer-
ence time to protect the intellectual property of multi-exit models.
Besides, multi-exit networks are gaining significant attention and
rapid development in industry [2, 23, 61] that leverage multi-exit
networks to accelerate forward inference. There is also a growing
body of applications deployed with multi-exit architectures, such
as IoT scenarios and real-time systems [24, 27, 28, 34, 60].

6.2 Membership Inference Attacks
Currently, membership inference is one of the major methods of
evaluating privacy risks of machine learning models [17, 19, 33,
42, 46, 49, 52, 58]. Shokri et al. [49] propose the first membership
inference attack against ML models. They train multiple shadow
models and then construct a dataset to train multiple attack models.
These attack models take the posterior of the target sample as input
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Figure 20: The attack performance and TimeGuard’s effi-
ciency under the effect of standard deviation used in Time-
Guard. Here, WRNet means WideResNet.

and predict its membership status, i.e., member or non-member.
Then Salem et al. [46] propose a model- and data-independent
membership inference attack by gradually relaxing the assumptions
of Shokri et al. [49]. Later, Nasr et al. [42] focus on the privacy risk in
centralized and federated learning scenarios and conduct extensive
experiments under both black-box and white-box settings. Song et
al. [52] investigate the relationship between adversarial samples
and privacy risks arising from member inference attacks. Li and
Zhang [37] and Choquette-Choo et al. [11] propose the label-only
membership inference attack by changing the predicted labels of
the target model, then measuring the magnitude of the perturbation.
If the magnitude of the perturbation is larger than a predefined
threshold, the adversary considers the data sample as a member
and vice versa.

7 CONCLUSION
In this paper, we take the first step to audit the privacy risk of
multi-exit networks through the lens of membership inference. We
conduct extensive experiments and find thatmulti-exit networks are
less susceptible to membership leakage and that exits (number and
depth) are highly correlated with attack performance. We further
propose a hybrid attack to improve the performance of existing
membership inference attacks by using exit information as new
adversary knowledge. We investigate three different adversarial
settings for different adversary knowledge and end up with a model-
free and data-free adversary, which shows that our hybrid attack is
broadly applicable and thus the corresponding risk is much more
severe than that shown by existing attacks. Finally, we present
a simple but effective defense mechanism called TimeGuard and
empirically evaluate its effectiveness.
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